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Just two months ago astronomers did not know about it. But now they are giving good odds that Hyakutake will be the most impressive comet since the invention of telescope 400 years ago. (Herald Sun, Durham, NC, March 24, 1996.)

One can trace origins of wavelets back to the beginning of this century; however, wavelets, understood as a systematic way of producing local orthogonal bases, are a recent unification of existing theories in various fields and some important “discoveries.” They are mathematical objects that have interpretation and application in many scientific fields, most notably in the fields of signal processing, nonparametric function estimation, and data compression. In the early 1990s, a series of papers by Donoho and Johnstone and their coauthors demonstrated that wavelets are appropriate tools in problems of denoising, regression, and density estimation. The subsequent burgeoning wavelet research broadened to a wide range of statistical problems.

This book is aimed at graduate students in statistics and mathematics, practicing statisticians, and statistically curious engineers. It can serve as a text for an introductory wavelet course concerned with an interface of wavelet methods and statistical inference. The necessary mathematical background is proficiency in advanced calculus and algebra; consequently, this book should be useful to advanced undergraduate students as well as to graduate students in statistics, mathematics, and engineering.

This book originated from the class notes supporting the Special Topics Course on Multiscale Methods at Duke University. The content can be divided into two parts:
an introduction to wavelets (Chapters 1–5) and statistical modeling (Chapters 6–11). An introduction and some mathematical prerequisites are presented in Chapters 1 and 2. Continuous and discrete wavelet transformations are covered in Chapters 3 and 4. Some important generalizations (coiflets, biorthogonal wavelets, wavelet packets, stationary, periodized and multivariate wavelets) are covered in Chapter 5.

Chapters 6–11 are data oriented. Chapter 6 is the crux of the book, covering the theory and practice of wavelet shrinkage. Important theoretical aspects of wavelet density estimation are covered in Chapter 7. Chapter 8 discusses Bayesian modeling in the wavelet domain. Time series are covered in Chapter 9, while Chapter 10 contains several probabilistic and simulational properties of wavelet based random functions and densities. Chapter 11 gives some novel and important wavelet applications in statistics.

Instead of providing appendices with data sets and programs used in the book, I opted for a more modern style. The web page:

http://www.isds.duke.edu/~brani/wiley.html

is associated with the book. This page contains all data sets, functions, and programs referred to.

I hope that the reader will find this book useful. All comments, suggestions, updates, and critiques will be appreciated.

Brani Vidakovic

Institute of Statistics and Decision Sciences
Duke University
Durham, February 1999
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In this chapter, we give a brief overview of the history of wavelets, make a case for their use in statistics, and provide a real-life example that emphasizes specificities of wavelets in data processing problems. The wavelet method in this example is compared with its counterpart traditional approaches. The reader may encounter unfamiliar jargon or undefined objects. Some of these notions will be defined later and some are used to illustrate the general picture.

1.1 WAVELET EVOLUTION

Wavelets are developed not only from a couple of bright discoveries, but from concepts and theories that already existed in various fields. In this section, we will give a brief historic tour of some important milestones in the development of wavelets.

Functional series have a long history that can be traced back to the early nineteenth century. French mathematician (and politician!) Jean-Baptiste-Joseph Fourier [Fig. 1.1(a)] in 1807 \(^1\) decomposed a continuous, periodic on \([-\pi, \pi]\) function \(f(x)\) into

\(^1\) Jean-Baptiste-Joseph Fourier’s *Théorie analytique de la chaleur* (The Mathematical Theory of Heat) inaugurated simple methods for the solution of boundary value problems occurring in the conduction of heat.
the series
\[ \frac{a_0}{2} + \sum_{n=1}^{\infty} a_n \cos nx + b_n \sin nx, \]
where the coefficients \( a_n \) and \( b_n \) are defined as
\[
\begin{align*}
a_n &= \frac{1}{\pi} \int_{-\pi}^{\pi} f(x) \cos nx \, dx, \quad n = 0, 1, 2, \ldots \\
b_n &= \frac{1}{\pi} \int_{-\pi}^{\pi} f(x) \sin nx \, dx, \quad n = 1, 2, \ldots .
\end{align*}
\]
It is interesting that, at the time of Fourier’s discovery, the notion of a function was not yet precisely defined.

The first “wavelet basis” was discovered in 1910 when Alfred Haar [Fig. 1.1(b)] showed that any continuous function \( f(x) \) on \([0,1]\) can be approximated by
\[
f_n(x) = \langle \xi_0, f \rangle \xi_0(x) + \langle \xi_1, f \rangle \xi_1(x) + \cdots + \langle \xi_n, f \rangle \xi_n(x),
\]
and that, when \( n \to \infty \), \( f_n \) converges to \( f \) uniformly ([181]). The coefficients \( \langle \xi_i, f \rangle \) are given by \( \int \xi_i(x) f(x) \, dx \). The Haar basis is very simple:

![Fig. 1.1](image_url) (a) Jean-Baptiste-Joseph Fourier 1768-1830 and (b) Alfred Haar 1885-1933.
\[ \xi_0(x) = 1(0 \leq x \leq 1), \]
\[ \xi_1(x) = 1(0 \leq x \leq 1/2) - 1(1/2 \leq x \leq 1), \]
\[ \xi_2(x) = \sqrt{2}[1(0 \leq x \leq 1/4) - 1(1/4 \leq x \leq 1/2)], \]
\[ \ldots \]
\[ \xi_n(x) = 2^{j/2}[1(k \cdot 2^{-j} \leq x \leq (k + 1/2) \cdot 2^{-j}) - 1((k + 1/2) \cdot 2^{-j} \leq x \leq (k + 1) \cdot 2^{-j})], \]
\[ \ldots \]

where \( n \) is uniquely decomposed as \( n = 2^j + k, \ j \geq 0, \ 0 \leq k \leq 2^j - 1 \), and \( 1(A) \) is the indicator of a set \( A \), i.e., \( 1(A) = 1 \), if \( x \in A \), and \( 1(A) = 0 \), if \( x \in A^c \).

The approximation in (1.1) is equivalent to an approximation by step functions whose values are the averages (mean values) of the function over appropriate dyadic intervals.

Fig. 1.2 gives an exemplary function, \( f(x) = \sin \pi x + \cos 2\pi x + 0.6 \cdot 1(x > 1/2) \), and three different levels of approximation: \( f_{15} \), \( f_{15} \), and \( f_{63} \). Basis functions \( \xi_1, \xi_2, \xi_{14}, \text{and} \xi_{25} \) are shown in Fig. 1.3. Since \( \int \xi_n^2(x) \, dx = 1 \) for an arbitrary \( n \), there is a trade-off between the magnitude and the support of the basis functions in the Haar system.

Notice that for any \( n \geq 1 \) the basis function \( \xi_n \) can be expressed as a scale-shift transformation of a single function \( \xi_1 \),

\[ \xi_n(x) = 2^{j/2} \xi_1(2^j \cdot x - k), \ n = 2^j + k, \]

a property shared by critically sampled wavelets, as we will see later. The function \( \xi_0(x) \) is different in nature than the functions \( \xi_n, \ n \geq 1 \); while the functions \( \xi_n, \ n \geq 1 \) describe the details in the decomposition, the function \( \xi_0(x) \) is responsible for the “average” of the decomposed function.

The Schauder basis on \([0, 1]\) (Schauder [369]) consists of the primitives of the Haar basis functions, the triangle functions. Let \( \Delta(x) = 2x \cdot 1(0 \leq x \leq 1/2) + 2(1 - x) \cdot 1(1/2 \leq x \leq 1) \), and let \( \Delta_n(x) = \Delta(2^j x - k), \ n = 2^j + k, \ j \geq 0, \ 0 \leq k \leq 2^j - 1 \). Then \( \{1, \Delta(x), \Delta_1(x), \ldots\} \) constitutes a Schauder basis on \([0, 1]\) and, as in the case of Haar’s basis, any continuous function \( f(x) \) on \([0, 1]\) can be approximated by

\[ f_N(x) = a + bx + \sum_{n=1}^{N} s_n \Delta_n(x). \quad (1.2) \]

Coefficients \( a \) and \( b \) are solutions of the system \( f(0) = a \) and \( f(1) = a + b \), while the coefficients \( s_n \) can be obtained by the simple relation
Fig. 1.2 Panels (a)-(d) show the original function $f(x) = \sin \pi x + \cos 2\pi x + 0.6 \cdot 1(x > \frac{1}{2})$, $0 \leq x \leq 1$, and three different levels of approximation in the Haar basis. Using the notation of (1.1), approximations $f_3$, $f_{15}$, and $f_{63}$ are plotted.
The convergence $f_N(x) \to f(x)$ is uniform and the coefficients are unique; however, the Schauder system is not orthogonal. We will see later that its orthogonalization leads to a family of wavelets, known as Franklin wavelets.

In the mid-1930s, Littlewood-Paley techniques (based on Fourier methods) [264] were broadly used in research on Fourier summability and in investigation of the behavior of analytic functions.

Prototypes of wavelets first appeared in Lusin’s work in the 1930s. A standard characterization of Hardy’s spaces can be given in terms of Lusin’s “area” functions.

In the 1950s and 1960s, techniques by Littlewood-Paley and Lusin were developed into powerful tools for studying physical phenomena describable by solutions of differential and integral equations. Researchers realized that these techniques could be unified by the Calderón-Zygmund theory [292], now a branch of harmonic analysis.

Strömberg [390] was the first to construct an orthonormal basis of $L_2(\mathbb{R})$ of the form $\{\psi_{jk}(x) = 2^{j/2}\psi(2^jx - k), \ j, k \in \mathbb{Z}\}$, a wavelet-like basis more general than Haar’s basis. Stromberg’s construction uses Franklin systems which are Gram-Schmidt orthogonalized Schauder basis functions $\Delta_{sn}(x)$.
For more information about the historical roots of wavelets, we direct the reader to monographs by Meyer [294, 295] and Daubechies [104].

1.2 WAVELET REVOLUTION

The first definitions of wavelets can be attributed to Morlet et al. [300] and Morlet and Grossmann [179] and it is given in the Fourier domain: A wavelet is an \( \mathbb{L}_2(\mathbb{R}) \) function for which the Fourier transformation satisfies

\[
\int_0^\infty |\hat{\psi}(t\omega)|^2 \frac{dt}{t} = 1, \text{ for almost all } \omega.
\]

The definition of Morlet and Grossmann is quite broad and over time the meaning of the term wavelet became narrower. Currently, the term wavelet is usually associated with a function \( \psi \in \mathbb{L}_2(\mathbb{R}) \) such that the translations and dyadic dilations of \( \psi \),

\[
\psi_{jk}(x) = 2^{j/2} \psi(2^j x - k), \quad j, k \in \mathbb{Z}
\]

constitute an orthonormal basis of \( \mathbb{L}_2(\mathbb{R}) \).

Calculating wavelet expansions directly is a computationally expensive task, moreover, most interesting wavelets are without a closed form. In the mid-1980s, Mallat [274, 275, 276] connected quadrature-mirror filtering and pyramidal algorithms from the signal processing theory with wavelets. He demonstrated that discrete wavelet transformation can be calculated very rapidly via cascade-like algorithm. This link was of paramount importance for the practice of wavelets. Daubechies’ discovery of compactly supported wavelet bases represents another important milestone in the development of wavelet theory. Daubechies’ bases are versatile in smoothness and locality and represent a starting point for much of the subsequent generalizations and theoretical advances.

Wavelet theory has developed now into a methodology used in many disciplines: mathematics, geophysics, astronomy, signal processing, numerical analysis, and statistics, to list a few. Wavelets are providing a rich source of useful and sometimes intriguing tools for applications in “time-scale” types of problems. In analyses of signals, the wavelet representations allow us to view a time-domain evolution in terms of scale components. In this respect, wavelet transformations behave similarly to Fourier transformations. The Fourier transform extracts details from the signal frequency, but all information about the location of a particular frequency within the signal is lost. Time localization can be achieved by first windowing the signal, and then by taking its Fourier transform. The problem with windowing is that slices of the processed signal are of a fixed length, which is determined by the window. Slices of the same length are used to resolve both high and low frequency components. For nonstationary signals, this lack of adaptivity may lead to a local under- or over-fitting.
Table 1.1 Coefficients of the doppler function in the Haar basis plotted in levels determined by the length of support of corresponding basis functions, \( \xi_n, n \geq 0 \).

<table>
<thead>
<tr>
<th>level in</th>
<th>coefficients of support</th>
<th>( j ) and ( k ) in the notation: ( n = 2^j + k )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fig. 1.4</td>
<td></td>
<td>( j )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( j = 9 )</td>
</tr>
<tr>
<td>d1</td>
<td>( \xi_{312} - \xi_{1023} )</td>
<td>( 1/2^9 )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( 0 )</td>
</tr>
<tr>
<td>d8</td>
<td>( \xi_4 - \xi_7 )</td>
<td>( 1/4 )</td>
</tr>
<tr>
<td>d9</td>
<td>( \xi_3 - \xi_8 )</td>
<td>( 1/2 )</td>
</tr>
<tr>
<td>d10</td>
<td>( \xi_1 )</td>
<td>( 1 )</td>
</tr>
<tr>
<td>s10</td>
<td>( \xi_0 )</td>
<td>( 1 )</td>
</tr>
</tbody>
</table>

In contrast to windowed Fourier transforms, wavelets select widths of time slices according to the local frequency in the signal. This adaptivity property of wavelets is very important, and we will make it more precise later in the discussion of Heisenberg’s uncertainty principle. Two panels in Fig. 1.11, on page 18, depict slicing the time–scale plane for a windowed Fourier (left) and a wavelet transformation (right).

Now we give several examples: The first example views the Haar decomposition as a wavelet decomposition and discusses connections between “levels” and resolutions of the decomposition. The subsequent four examples demonstrate important properties of wavelets: the ability to filter, “disbalance”, and “whiten” signals as well as to detect self-similarity within a signal.

**Example 1.2.1 The Haar basis as a wavelet basis.** To illustrate the time and scale adaptivity of wavelets, and to introduce some necessary wavelet notations and jargon, let us consider a decomposition of the function

\[
y(x) = \sqrt{x(1-x)} \sin \frac{21\pi}{x+0.05}, \quad 0 \leq x \leq 1,
\]

in Haar’s basis. This function is known as the doppler test-function. Notice that frequency in the function increases as \( x \) decreases.

In Table 1.1, \( n \) is represented as \( 2^j + k \) where \( j \) is a level and \( k \) is a shift within the level. Notice that all functions \( \xi \) within a level have supports of the same length. The support of a function is defined as closure of the set at which the function differs from zero.

When \( j \to \infty \), the number of coefficients in the level increases and the length of support of the corresponding basis functions decreases. For example, the level indexed by \( j = 5 \) has \( 2^5 = 32 \) coefficients and the supports are of length \( 2^{-5} \). The shifts within a level are indexed by \( k \), where \( k \) ranges from 0 to \( 2^j - 1 \). For
**Fig. 1.4** The doppler function and its Haar basis decomposition.
an exact description of an arbitrary function, the number of levels is infinite. The coefficient corresponding to $\xi_0$ is called the “smooth” coefficient ($s_0$ in Fig. 1.4) and the coefficients corresponding to $\xi_n$, $n > 1$ are called “detail” coefficients. Level $j = 9$ ($d_1$ in Fig. 1.4) contains coefficients corresponding to “fine” details.

When dealing with functions that are given by their sampled values, it is customary to set the sampled values to be “smooth” coefficients at the level $j = J$. The subsequent “detail” levels denoted by $d_1, d_2, \ldots$ correspond to $j = J - 1, J - 2, \ldots$.

We provide four more examples that emphasize the most interesting features of wavelet transformations. Occasionally, we will use terms like “fine and coarse levels”, “wavelet domain”, and “energy”, which have not been previously defined and will be defined in the subsequent chapters. However, the intended messages of the examples should be clear even without precise definitions of such terms.

**Example 1.2.2 Wavelets generate local bases.** Classical orthonormal bases (Fourier, Hermite, Legendre, etc.) have been used with great success in applied mathematics for decades. However, there is a serious limitation shared by many classical bases, which is non-locality. A basis is non-local when many basis functions are substantially contributing at any value of a decomposition. The convergence of non-local classical decompositions often relies on a multitude of cancellations.

Local bases are desirable since they are more adaptive and parsimonious. In 1946, Gabor [161] suggested localizing Fourier bases by modulating and translating an appropriate “window” function $g$. More precisely, Gabor suggested bases in the form

$$\{ g_{m,n}(x) = e^{2\pi imx} g(x - n) \},$$

where $m$ and $n$ are integers and $g$ is a square-integrable function. An example of a function $g$ that produces an orthonormal basis of $L^2(\mathbb{R})$ is $\sin(\pi x) / (\pi x)$.

The Balian-Low theorem stipulates limitations of Gabor bases. If the Gabor basis is orthogonal and $\hat{g}(\omega)$ is the Fourier transformation of the window $g(x)$ then, by the Balian-Low theorem, either $\int x^2 |g(x)|^2 \, dx = \infty$ or $\int \omega^2 |\hat{g}(\omega)|^2 \, d\omega = \infty$. In other words, orthogonal Gabor bases are non-local either in time or in scale (frequency). Modulations and translations of the Gaussian window $g(x) = \frac{1}{\sqrt{2\pi}} e^{-x^2 / 2}$ (which is well localized in both time and frequency, and for which the above integrals are finite) will not produce an orthonormal basis.

Locality of wavelet bases comes from their construction. Most of the wavelets that are used in statistics now are either compactly supported or decay exponentially. An exception are Meyer-type wavelets (with a polynomial decay) used in deconvolution problems.

**Example 1.2.3 Wavelets filter data.** To illustrate the action of wavelets as a filtering device, we generate two periodic functions with different frequencies, $y_1 = \sin x + \cos 2x$, and $y_2 = \frac{1}{2} \arcsin(\sin 20x)$, where $x \in [-2\pi, 2\pi]$. These are shown in panel (a) in Fig. 1.5. Our goal is to filter out the component $y_2$ from the given sum $y_1 + y_2$. 
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Since the periods of $y_1$ and $y_2$ are different, the functions are described by wavelets with different supports (and whose coefficients belong to different levels). Fig. 1.5(c) depicts the level-wise energies (sums of squares of wavelet coefficients). The support of wavelets associated with level 1 is 32 times larger than the support of wavelets associated with level 5. This means that almost all the energy in levels 0, 1, and 2 comes from signal $y_1$, and the energy in level 5 comes from $y_2$, thus allowing an easy separation. The filtered components are depicted in Fig. 1.5(d).

Example 1.2.4 Wavelets “disbalance” energy in data. The term “disbalance” is coined and it relates to an uneven distribution of energy in a signal. Disbalancing is desirable since a signal can be well described by only a few energetic components.

To illustrate the disbalancing action that is typical of wavelets, we first introduce some necessary notation. Given a vector $\tilde{a} = (a_1, a_2, \ldots, a_n)$ let $\|\tilde{a}\|^2 = \sum_i a_i^2$ be the total energy of $\tilde{a}$ and let $a_i^2$ be the $i$th energy component. Let $a_1^2, a_2^2, \ldots, a_n^2$ be increasingly ordered energy components. The standard measure of disbalance used in economics is the Lorentz curve. The Lorentz curve was introduced at the beginning of the century. It was used by economics researchers to assess inequality of distribution of wealth in a country, region, or among people within a particular population group.

One definition of the Lorentz curve, in terms of energy components, is

$$L(p) = \frac{1}{\|\tilde{a}\|^2} \sum_{i=1}^{[np]} a_i^2, \quad p \in [0, 1],$$

where $\lfloor x \rfloor$ is the largest integer smaller than $x$. In Fig. 1.6(a), an observed time series (turbulence data set) is given. Below is its wavelet transformation represented in a vector form beginning with coarse coefficients. Orthogonality of the transformation preserves the total energy, $\|\tilde{a}\|^2$. However, the energy in the wavelet domain is more disbalanced, as indicated by the Lorentz curves in Fig. 1.6(b). Notice that 90% of energy is contained in about 6-7% of the components in the wavelet-transformed data set compared to nearly 50% of the components in the original (time) domain.

Example 1.2.5 Wavelets whiten data. In this example, we show another interesting property of wavelets. Orthogonal wavelet transformations map white noise to white noise, which is a consequence of orthogonality. However, signals that are correlated in the time domain become almost uncorrelated in the wavelet domain. Informally, the wavelet transformation acts as an approximation to the Karhunen-Loève transformation. To exemplify this statement, a time series of 256 components was generated from a random process with stationary increments, ARIMA(1,1,1) process. Such processes exhibit long-range dependence and their autocovariance functions [Fig. 1.7(a)] show slow decay. The autocovariance function of the wavelet-transformed time series exhibits very different behavior. Only the covariances at the first few lags are significant at a 5% significance level.

Related discussion can be found in Johnstone and Silverman [222], Mallat [277].
Fig. 1.5 Filtering property of wavelets. Two functions $y_1 = \sin x + \cos 2x$ and $y_2 = \frac{1}{4} \arcsin(\sin 20x)$, and their sum $y_1 + y_2$ are plotted in panels (a) and (b). Panel (c) shows the separation of “energy” to different levels in wavelet decomposition, while panel (d) shows filtered functions.
Fig. 1.6  (a) Atmospheric turbulence measurements of $u$ velocity component (upper panel) and their wavelet transformation (lower panel). (b) Lorentz curves of the original and transformed measurements. The curve corresponding to transformed measurements has higher curvature.
Fig. 1.7 Illustration of the whitening effect of wavelet transformations. Autocovariance function for a time series [ARIMA(1,1,1)] in the time domain [panel (a)] and the wavelet domain [panel (b)].
Example 1.2.6 Wavelets detect self-similar phenomena. Being self-similar themselves, wavelets are especially apt to describe phenomena exhibiting self-similarity in different scales (Fig. 1.8). Early research on wavelets was generated to address related problems in geophysics, especially in turbulence. An overview can be found in Kumar and Foufoula-Georgiou [250]. A curious phenomenon is that atmospheric turbulence measurements of different physical quantities, such as air velocities, ozone and humidity concentrations, temperature, and so on, follow identical power laws (as predicted by Kolmogorov’s [242] theory). Such laws describe the energy transport in the inertial range of turbulent flows. A nice reference is a book by Frisch [160].

One of the theoretical laws is the “$-\frac{5}{3}$” law. It states that the log-power spectrum in the inertial range decreases linearly, with the slope of $-\frac{5}{3}$. Fig. 1.9 shows the wavelet-spectrum of air velocity measurements and it’s near-perfect compliance with the $-\frac{5}{3}$ law.

There are problems in which wavelets should be used with caution. For instance, in the wavelet domain, the dependence structure in the transformed time series is influenced by the choice of the decomposing wavelet. In some cases, the extent of such non-robustness hinders practical generalizations. When non-robustness is of particular concern, researchers usually fix a good wavelet for a class of problems, as is the case with the prevalent use of the Haar and Walsh bases in processing the turbulence data.
Fig. 1.9  Wavelet power-spectrum and Kolmogorov’s $-\frac{5}{3}$ law. Dots represent the logarithms of the cumulative level-energies. The variable $\log(\text{wavenumber})$ is linearly related to the level $j$. 
Wavelets are not replacements for the standard Fourier methods, they are alternatives. If the signal is a linear combination of harmonics, clearly wavelets are suboptimal building blocks. For instance, if \( f \) is given as a lacunary (sparse) Fourier series like \( \sum_{j=0}^{\infty} 2^{-j} \sin(2\pi 2^j x) \), then wavelets will be inferior in tasks of denoising and compression as compared to the Fourier transformation.

The whitening property, discussed in Example 1.2.5, impairs the performance of wavelet-based methods in prediction problems.

Another example in which wavelets should be cautiously used comes from image processing. In this example the interpretation of an object changes when the resolution changes. The two women in the background in Salvador Dalí’s picture Mercado de esclavos con aparicion del busto invisible de Voltaire\(^2\) (Fig. 1.10) at a coarser resolution level can be interpreted as a bust of Voltaire. Clearly, the meaning of the object changes in different scales.

\[ \text{Fig. 1.10} \quad \text{Mercado de esclavos con aparicion del busto invisible de Voltaire, a 1940 painting by Salvador Dalí.} \]

1.3 WAVELETS AND STATISTICS

Statistical multiscale modeling has, in recent years, become a burgeoning area in both theoretical and applied statistics, and is beginning to impact developments

\(^2\text{Slave Market with the Disappearing Bust of Voltaire (1940), Oil on canvas. 18}\frac{5}{8} \times 25\frac{1}{8} \text{ in. Collection of The Salvador Dalí Museum, St. Petersburg, Florida. ©1998 Salvador Dalí Museum, Inc.} \)
in statistical methodology as well as in various applied scientific fields. Wavelet-based methods are developing in statistics in areas such as regression, density and function estimation, factor analysis, modeling and forecasting in time series analysis, and spatial statistics. Emerging connections of Bayesian statistical modeling and wavelets are generating exciting new directions for the interface of the two research areas, with significant potential for future impact on applied work.

The attention of the statistical community was attracted when Mallat established a connection between wavelets and signal processing and Donoho and Johnstone showed that wavelet thresholding had desirable statistical optimality properties. Since then, wavelets have proved useful in many statistical disciplines, notably in nonparametric statistics and time series analysis. Bayesian concepts and modeling approaches have, more recently, been identified as providing promising contexts for wavelet-based denoising applications.

In addition to replacing traditional orthonormal bases in a variety statistical problems, wavelets brought novel techniques and invigorated some of the existing ones. Even in the cases in which the traditional orthogonal series are simply replaced by wavelet bases, wavelets often offer better localization and parsimony. For example, Čencov’s [66] linear density estimator in the form of a Fourier series uses traditional orthonormal bases (Hermite, Fourier) to express its empirical Fourier coefficients. Wavelets achieve the same convergence rates and at the same time provide efficient non-linear approximations and adaptivity to unknown smoothness (via wavelet shrinkage). Wavelet shrinkage is achieved via explicit or implicit use of statistical models in the wavelet domain.

We elaborate further on the modeling in the wavelet domain and formalize some of the concepts already mentioned.

**Low Entropy Modeling Environment.** As we mentioned before, wavelet transformations tend to disbalance the data on input. Even though the transformations preserve the $\ell_2$-norm of the data, the energy of the transformed data (an engineering term for the $\ell_2$-norm) is concentrated in only a few wavelet coefficients. This concentration narrows the class of plausible statistical models and facilitates the thresholding. Different formalizations of this disbalancing property can yield a variety of criteria for the best basis selection. For more discussion, see Coifman and Wickerhauser [94], Donoho [123], and Mallat [277], among others.

**Ockham’s Razor Principle.** Wavelets, as building blocks of models, are well localized in both time and scale (frequency). Signals with rapid local changes (signals with discontinuities, cusps, sharp spikes, etc.) can be precisely represented with just a few wavelet coefficients. Generally, this statement does not apply to other standard orthonormal bases that may require many “compensating” coefficients to describe discontinuity artifacts or to suppress Gibbs’ effects. The latest “generation” of wavelets form over-complete dictionaries and provide parsimonious representations of real phenomena with complicated time and frequency behaviors.
**INTRODUCTION**

By-Passing the Curse of Heisenberg. Heisenberg’s principle states that in modeling time-frequency phenomena, we cannot be precise in the time domain and in the frequency domain simultaneously. In other words, squares and rectangles in the pavement of the time–scale plane (as given in Fig. 1.11) have areas bounded from below by a universal constant.

Wavelets automatically trade-off the time-frequency precision by their innate nature. The parsimony mentioned above can be ascribed to the ability of wavelets to cope with limitations of Heisenberg’s principle in a data-dependent manner.

Whitening Property. There is ample theoretical and empirical evidence that wavelet transformations tend to simplify the dependence structure in the original data. It is even possible to construct a biorthogonal basis that will decorrelate a given stationary time series (a wavelet-counterpart of the Karhunen-Loève transformation). For a discussion and examples, see Walter [439].

Smoothness Control. Under mild conditions wavelets provide unconditional bases for many important smoothness spaces ($L_p$, $p > 1$; Besov Spaces $\mathcal{B}^\sigma_p$; Hölder Spaces $C^\alpha$). Using simpler terminology, this means that by controlling the magnitude of the coefficients in the wavelet domain one controls the smoothness of the decomposed function. This connection provides the theoretical framework for wavelet smoothing and wavelet function and density estimation.

*Fig. 1.11* Localized Fourier and Wavelet paving of time–scale space.
We conclude this introductory chapter with a real-life example. The example we provide emphasizes basic differences between wavelet-based and standard denoising methods. It shows the ability of wavelets to “zoom-in” and adapt their space-scale “descriptors” to the data at hand.

A researcher from the geology department at Duke University was interested in the possibility of predicting earthquakes by monitoring water–levels in the nearby wells. To do this, he obtained water level measurements from six wells located in California that were taken every hour for approximately six years. The goal was to smooth the data, eliminate the noise, and inspect the signal at pre-earthquake time. Here is some background (provided by Dr. Stuart Rojstaczer, Duke University).

The ability of water wells to act as strain meters has been observed for centuries. The Chinese, for example, have records of water flowing from wells prior to earthquakes. Lab studies indicate that a seismic slip occurs along a fault prior to rupture. Recent work has attempted to quantify this response, in an effort to use water wells as sensitive indicators of volumetric strain. If this is possible, water wells could aid in earthquake prediction by sensing precursory earthquake strain. Water level records from six wells in southern California are collected over a six year time span. At least 13 moderate size earthquakes (Magnitude 4.0 - 6.0) occurred in close proximity to the wells during this time interval. There is a significant amount of noise in the water level record which must first be filtered out. Environmental factors such as earth tides and atmospheric pressure create noise with frequencies ranging from seasonal to semidiurnal. The amount of rainfall also affects the water level, as do surface loading, pumping, recharge (such as an increase in water level due to irrigation), and sonic booms, to name a few.

Fig. 1.12 (a) California water-level data set. (b) Water-level oscillation at the earthquake time.
Once the noise is subtracted from the signal, the record can be analyzed for changes in water level, either an increase or a decrease depending upon whether the aquifer is experiencing a tensile or compressional volume strain, just prior to an earthquake.

Fig. 1.13  Comparison of several smoothing methods. (a) Data smoothed by kernel method (normal window, $k = 5$); (b) Data smoothed by loess method; (c) Data smoothed by supsmu method; and (d) Wavelet smoothed data (Daubechies’ wavelet with four vanishing moments).

A plot of the raw data for hourly measurements collected over one year (8192 =
2^{13} observations), is given in Fig. 1.12(a). The line-like artifact [enlarged in Fig. 1.12(b)] represents a line connecting two extreme level values at the earthquake time (Julian day of 417).

The measurements were smoothed by three traditional methods (kernel, lowess, and supsmu) and by wavelet shrinkage. Fig. 1.13(a), (b), and (c) are processed data, smoothed by the kernel method (normal kernel, bandwidth = 5), by the locally weighted regression smoother (implemented in S-Plus as \texttt{lowess}), and by the local cross-validation smoother (implemented in S-Plus as \texttt{supsmu}) method.

Rather than discussing whether the filtering indicates that the earthquake could have been predicted, we emphasize differences in the outputs of traditional and wavelet smoothing methods. Notice that in all traditional methods the artifact of interest (earthquake jump) is lost. The application of nonlinear wavelet shrinkage to the data, results in a smooth signal with the jump at earthquake time preserved. The wavelet-smoothed data are given in Fig. 1.13(d). Only 20 of 8192 (0.244\%) coefficients (those 20 with largest magnitude) were used in describing the wavelet shrinkage estimator.
2

Prerequisites

In this chapter, we introduce notation and briefly review several mathematical concepts necessary for the definition and derivation of the basic properties of wavelets. Some fundamental concepts from the theory of Hilbert spaces, Fourier analysis, linear algebra, and signal processing will be used to define the multiresolution analysis and to develop wavelet formalism.

2.1 GENERAL

For denoting the sets of natural, integer, real, and complex numbers we use notation $\mathbb{N}, \mathbb{Z}, \mathbb{R},$ and $\mathbb{C}$. The modulus of a complex number $z \in \mathbb{C}$ will be denoted by $|z|$, and the complex conjugate by $\overline{z}$. The set of positive real numbers will be denoted by $\mathbb{R}^+$. It is tacitly assumed that all functions are measurable. The support of a function $f$, denoted $\text{supp}(f)$, is the closure in $\mathbb{R}$ of the set $\{x \in \mathbb{R} : f(x) \neq 0\}$.

The indicator of a relation $\rho$, $1(\rho)$, is defined to be 1 if the relation $\rho$ is satisfied and 0 otherwise. The Kronecker delta $\delta_{u,v}$ can be defined using the indicator function as $1(u = v)$. We also define $\delta_u$ to be $\delta_{u,v}$. Maximum and minimum of $a$ and $b$ are denoted by $a \vee b$ and $a \wedge b$, respectively.

Let $f_+ = f \cdot 1(f \geq 0) = f \vee 0$ be a positive part of a function $f$ and $f_- = -f \cdot 1(f \leq 0) = -(f \wedge 0)$ be its negative part. By definition, $|f| = f_+ + f_-$ and $f = f_+ - f_-$. We will sometimes use O-notation; $a_n = O(b_n)$ would mean that $a_n/b_n$ is asymptotically bounded away from 0 and $\infty$; $a_n = o(b_n)$ would mean that $a_n/b_n \to 0$. 
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A Lebesgue point of a function \( f \) is any point \( x \) such that

\[
\lim_{r \to 0} \frac{1}{2r} \int_{x-r}^{x+r} |f(x + t) - f(x)| \, dt = 0.
\]

The Dirac function \( \delta(x) \) (not to be confused with the Kronecker symbol \( \delta_{k,l} \)) is defined as

\[
\delta(x) = \lim_{a \to 0} \frac{1}{a} [0 \leq x \leq a).
\]

The Dirac function (2.1) satisfies the following relations

\[
\int_{\mathbb{R}} \delta(x) \, dx = 1,
\]
\[
\int_{\mathbb{R}} f(x)\delta(x - x_0) \, dx = f(x_0).
\]

It can be thought of as a generalized derivative of a Heaviside step function \( H(x) = 1(x \geq 0) \).

2.2 HILBERT SPACES

Hilbert spaces are natural generalizations of finite dimensional Euclidean spaces \( \mathbb{R}^n \).

Working with abstract Hilbert spaces is beneficial in several respects. Our geometric intuition, based on properties of Euclidean \( \mathbb{R}^2 \) or \( \mathbb{R}^3 \) spaces, can in part be easily extended to an arbitrary Hilbert space. An example is the projection theorem (Theorem 2.2.1). The norm in the Hilbert space is connected with a quadratic expression and the process of norm-minimization falls in the class of linear problems. All separable Hilbert spaces are (abstractly) equivalent to one another.

The Inner Product Space. A complex vector space \( \mathcal{H} \) is said to be an inner product space if for any two elements \( x, y \in \mathcal{H} \) there exists a complex number \( \langle x, y \rangle \) (called the inner product of \( x \) and \( y \)) that satisfies

(i) \( \langle x, y \rangle = \overline{\langle y, x \rangle} \)

(ii) \( \langle x + y, z \rangle = \langle x, z \rangle + \langle y, z \rangle \), for all \( x, y, \) and \( z \in \mathcal{H} \).

(iii) \( \langle ax, y \rangle = \alpha \langle x, y \rangle \) for \( x, y \in \mathcal{H} \) and \( \alpha \in \mathbb{C} \).

(iv) \( \langle x, x \rangle \geq 0 \), for all \( x \in \mathcal{H} \).

(v) \( \langle x, x \rangle = 0 \), if and only if \( x = 0 \).

The norm \( \|x\| \) of an element \( x \in \mathcal{H} \) is defined via inner product, \( \|x\| = \sqrt{\langle x, x \rangle} \).
Example 2.2.1 Euclidean space $\mathbb{R}^n$.
\[
\begin{align*}
x &= (x_1, \ldots, x_n) \\
y &= (y_1, \ldots, y_n) \\
\langle x, y \rangle &= \sum_{i=1}^{n} x_i y_i, \quad \|x\| = \sqrt{\sum_{i=1}^{n} x_i^2}
\end{align*}
\]

Example 2.2.2 $L_2(\mathbb{R})$ space (space of all square-integrable functions).
\[
f \in L_2(\mathbb{R}) \text{ if } \int |f|^2 < \infty.
\]
\[
\langle f, g \rangle = \int f g, \quad \|f\| = \sqrt{\int f^2}.
\]
If $f, g \in L_2(\mathbb{C})$, $\langle f, g \rangle = \int f \bar{g}$ and $\|f\| = \sqrt{\int f \bar{f}}$.

Example 2.2.3 $\ell_2$ space (space of all square-summable sequences).
\[
x = \{x_n\} \in \ell_2 \text{ if } \sum_{n \in \mathbb{Z}} |x_n|^2 < \infty.
\]
\[
\langle x, y \rangle = \sum_{i \in \mathbb{Z}} x_i \bar{y}_i, \quad \|x\| = \sqrt{\sum_{i \in \mathbb{Z}} |x_i|^2}.
\]

Example 2.2.4 A function $f$ belongs to the Lebesgue space $L_p(\mathbb{A})$, $1 \leq p < \infty$, if
\[
\begin{align*}
\|f\|_p &= \left( \int_{\mathbb{A}} |f(x)|^p \, dx \right)^{1/p} < \infty, \quad \text{and} \\
\|f\|_\infty &= \text{ess sup}_{x \in \mathbb{A}} |f(x)| < \infty.
\end{align*}
\]

To “upgrade” the linear space $\mathcal{H}$ equipped with a norm to the Hilbert space one needs the completeness property.

Definition 2.2.1 The sequence $\{x_n\}_{n \in \mathbb{N}}$ is called a Cauchy sequence in $\mathcal{H}$ if and only if (iff)
\[
\|x_m - x_n\| \to 0,
\]
whenever $m, n \to \infty$.

The space $\mathcal{H}$ is complete if any Cauchy sequence $\{x_n\}$ is convergent, i.e., $x_n \to x \in \mathcal{H}$.

2.2.1 Projection Theorem

A linear subspace $\mathcal{V}$ of a Hilbert space $\mathcal{H}$ is said to be a closed subspace of $\mathcal{H}$ if $\mathcal{V}$ contains all its limiting points, i.e., if $x_n \in \mathcal{V}$ and $\|x_n - x\| \to 0$, as $n \to \infty$, then $x \in \mathcal{V}$.
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The orthogonal complement of a subset \( V \) of \( \mathcal{H} \) is defined to be the set \( V^\perp \) of all elements of \( \mathcal{H} \) that are orthogonal to every element of \( V \), i.e., \( x \in V^\perp \) if and only if \( \langle x, y \rangle = 0 \), for all \( y \in V \).

**Corollary 2.2.1** If \( V \) is any subset of the Hilbert space \( \mathcal{H} \), then \( V^\perp \) is a closed subspace of \( \mathcal{H} \).

**Theorem 2.2.1 (Projection theorem)** If \( V \) is a closed subspace of the Hilbert space \( \mathcal{H} \) and \( x \in \mathcal{H} \), then

(i) There is a unique element \( \hat{x} \in V \) such that

\[
\|x - \hat{x}\| = \inf_{y \in V} \|x - y\|,
\]

and

(ii) \( \hat{x} \in V \) and \( \|x - \hat{x}\| = \inf_{y \in V} \|x - y\| \), if and only if \( \hat{x} \in V \), and \( (x - \hat{x}) \in V^\perp \).

The element \( \hat{x} \) is called the orthogonal projection of \( x \) onto \( V \) and is denoted by \( \text{Proj}_V x \).

**Example 2.2.5** Let \( x_1 = (1, 0, 1)' \) and \( x_2 = (1, 2, 0)' \) be two elements in (the Hilbert space) \( \mathbb{R}^3 \). Let \( \mathcal{M} = \text{span}\{x_1, x_2\} \) be the subspace spanned by \( x_1 \) and \( x_2 \). We will find the projection of the vector \( y = (1, 1, 1)' \) on \( \mathcal{M} \).

Since \( \mathcal{M} \) is spanned by \( x_1 \) and \( x_2 \), the projection \( \hat{y} \) is of the form \( \alpha_1 x_1 + \alpha_2 x_2 \) for some constants \( \alpha_1 \) and \( \alpha_2 \). Since \( y - \hat{y} \) belongs to \( \mathcal{M}^\perp \) it is orthogonal to \( x_1 \) and \( x_2 \). This orthogonality translates to a system of two equations involving \( \alpha_1 \) and \( \alpha_2 \).

\[
\begin{align*}
\langle y - \alpha_1 x_1 - \alpha_2 x_2, x_1 \rangle &= 0, \\
\langle y - \alpha_1 x_1 - \alpha_2 x_2, x_2 \rangle &= 0.
\end{align*}
\]

The above system is equivalent to

\[
\begin{align*}
2\alpha_1 + \alpha_2 &= 2, \\
\alpha_1 + 5\alpha_2 &= 3,
\end{align*}
\]

which has the solution \( \alpha_1 = \frac{7}{9} \), and \( \alpha_2 = \frac{4}{9} \). The projection is \( \hat{y} = \left( \frac{1}{9}, \frac{7}{9}, \frac{4}{9} \right) \).

**2.2.2 Orthonormal Sets**

The closed span \( \text{span}\{x_\lambda, \lambda \in \Lambda\} \) of any subset \( \{x_\lambda, \lambda \in \Lambda\} \) of \( \mathcal{H} \) is defined to be smallest closed subspace of \( \mathcal{H} \) that contains each element \( x_\lambda, \lambda \in \Lambda \).
Example 2.2.6 Let \( x_1, x_2 \) be two vectors in \( \mathbb{R}^3 \) such that \( x_2 \neq \alpha x_1, \ \alpha = \text{const} \). Then \( \text{span}\{x_1, x_2\} \) is the plane containing the vectors \( x_1 \) and \( x_2 \).

Definition 2.2.2 A set \( \{e_\lambda, \ \lambda \in \Lambda\} \) of elements from \( \mathcal{H} \) is orthonormal if

\[
\langle e_s, e_t \rangle = \delta_{s,t}, \ s, t \in \Lambda.
\]

Example 2.2.7 (i) The set \( \{(1, 1, 0), (1, -1, 0), (0, 0, 1)\} \) is orthonormal in \( \mathbb{R}^3 \).

(ii) The set \( \{\frac{1}{\sqrt{2\pi}}, \frac{1}{\sqrt{2\pi}} \sin nx, \frac{1}{\sqrt{2\pi}} \cos nx, \ n = 1, 2, \ldots\} \) is orthonormal in the space of all square-integrable real functions on \([-\pi, \pi], L_2([-\pi, \pi]) \), with an inner product defined by \( \langle f, g \rangle = \int_{-\pi}^{\pi} f(x)g(x) \, dx \).

Let \( \{e_1, e_2, \ldots, e_n\} \) be an orthonormal subset of \( \mathcal{H} \) and let \( \mathcal{M} = \text{span}\{e_1, e_2, \ldots, e_n\} \). Then,

(i) For any \( x \in \mathcal{H} \), \( \text{Proj}_\mathcal{M}x = \sum_{i=1}^{n} \langle x, e_i \rangle e_i \),

(ii) For any \( (a_1, a_2, \ldots, a_n) \) and any \( x \in \mathcal{H} \)

\[
\|x - \sum_{i=1}^{n} \langle x, e_i \rangle e_i \| \leq \|x - \sum_{i=1}^{n} a_i e_i \|
\]

with equality only for \( a_i = \langle x, e_i \rangle \).

(iii) \( \sum_{i=1}^{n} |\langle x, e_i \rangle|^2 \leq \|x\|^2 \) (Bessel's inequality).

Hilbert space \( \mathcal{H} \) is separable if \( \mathcal{H} = \text{span}\{e_\lambda, \ \lambda \in \Lambda\} \) and the set \( \{e_\lambda, \ \lambda \in \Lambda\} \) is finite or countable. Such a set is called a basis.

Theorem 2.2.2 Let \( \mathcal{H} \) be a separable Hilbert space with a basis \( \{e_n, \ n \in \mathbb{N}\} \). Then,

(i) For any \( x \in \mathcal{H} \) and any \( \epsilon > 0 \), one can find \( N \) large enough and constants \( a_1, a_2, \ldots, a_N \) such that

\[
\|x - \sum_{n=1}^{N} a_n e_n \| < \epsilon.
\]

(ii) \( x = \sum_{n=1}^{\infty} \langle x, e_n \rangle e_n \);

(iii) (Parseval’s identity) \( \|x\|^2 = \sum_{n=1}^{\infty} |\langle x, e_n \rangle|^2 \);

(iv) For any \( x, y \in \mathcal{H} \), \( \langle x, y \rangle = \sum_{n=1}^{\infty} \langle x, e_n \rangle \langle e_n, y \rangle \);

(v) If \( x = 0 \), then for all \( n \): \( \langle x, e_n \rangle = 0 \).

A countable set \( \{f_n, \ n \in \mathbb{N}\} \) of elements \( f_n \) from a separable Hilbert space \( \mathcal{H} \), constitutes a frame iff there are two constants \( A \) and \( B \) \( (0 < A \leq B < \infty) \) such that for every \( x \in \mathcal{H} \).
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\[ A \cdot \|x\|^2 \leq \sum_{n \in \mathbb{Z}} |\langle x, f_n \rangle|^2 \leq B \cdot \|x\|^2. \]

Constants \( A \) and \( B \) are called frame bounds.

If \( A = B \geq 1 \) the frame is called tight. The frame is called exact if it is minimal, i.e., if it ceases to be a frame whenever any single element is removed from the set.

When \( \{ f_n \mid n \in \mathbb{N} \} \) constitutes a tight frame, \( x \in \mathcal{H} \) can be uniquely reconstructed from \( \{ a_1, a_2, \ldots, a_n, \ldots \} \) from \( x = \sum_n a_n f_n \).

Example 2.2.8 [191] If \( \{ e_1, e_2, \ldots, e_n, \ldots \} \) is an orthonormal basis for a space \( \mathcal{H} \), then

- \( \{ e_1, e_1, e_2, e_2, \ldots, e_n, e_n, \ldots \} \) is an inexact, tight frame with frame bounds \( A = B = 2 \).
- \( \{ e_1, \frac{e_2}{\sqrt{2}}, \ldots, \frac{e_n}{\sqrt{n}}, \ldots \} \) is a complete, orthogonal sequence, but not a frame.
- \( \{ 2e_1, e_2, e_3, \ldots, e_n, \ldots \} \) is an inexact, tight frame with bounds \( A = 1 \) and \( B = 2 \).
- \( \{ e_1, \frac{e_2}{\sqrt{2}}, \frac{e_3}{\sqrt{3}}, \ldots, \frac{e_n}{\sqrt{n}}, \ldots \} \) is an exact, nontight frame with bounds \( A = B = 1 \), but no nonredundant subsequence is a frame.

A countable set \( \{ f_n \mid n \in \mathbb{N} \} \) of elements \( f_n \) from a separable Hilbert space \( \mathcal{H} \), constitutes a Riesz basis if for any \( x \in \mathcal{H} \) there is a unique representation \( x = \sum_n a_n f_n \) and

\[ A \cdot \sum_n |a_n|^2 \leq \| \sum_n a_n f_n \|^2 \leq B \sum_n |a_n|^2 \]

for some constants \( A \) and \( B, \ 0 < A \leq B < \infty \). The Riesz basis reduces to an orthonormal basis when \( A = B = 1 \). Every Riesz basis is a frame, but the contrary is false. However, every exact frame is a Riesz basis.

For further examples and interplay between frames, Riesz bases and developments of wavelets see Holschneider [198].

Wavelets are unconditional bases for many smoothness spaces. That property of wavelet bases will be important in function and density estimation, as we will see in Chapters 6 and 7.

Definition 2.2.3 A series \( \sum_{n \in S} a_n \) converges unconditionally if for every “1-1” and “onto” map \( \pi : \mathbb{N} \mapsto S \) the series \( \sum_{k=1}^{\infty} a_{\pi(k)} \) converges.

Definition 2.2.4 A basis \( \mathcal{B} = \{ e_i, \ i \in \mathbb{N} \} \) is called unconditional for a space \( V \) if and only if the sum in unique representation \( x = \sum_{i=1}^{\infty} b_i e_i \) of an element \( x \in V \) converges unconditionally.

Any orthogonal basis or, more generally, any Riesz basis, in a Hilbert space is an unconditional basis.
2.2.3 Reproducing Kernel Hilbert Spaces

A function of two variables $x$ and $y$, $\mathbb{K}(x, y)$ is called a reproducing kernel function for the function space $\mathcal{H}$ if

(i) For a fixed $y$, $\mathbb{K}(x, y)$ is a function in $\mathcal{H}$.

(ii) For every function $f \in \mathcal{H}$ and every $y$, $\mathbb{K}$ has the reproducing property,

$$f(y) = \langle f(x), \mathbb{K}(x, y) \rangle.$$

**Theorem 2.2.3** Let $V$ be a subspace of $L_2$ and let $\{e_1, e_2, \ldots\}$ be a complete orthonormal basis of $V$. Then $V$ is a reproducing kernel Hilbert space with a kernel (sometimes called the Bergman kernel)

$$\mathbb{K}(x, y) = \sum_n e_n(x)e_n(y). \quad (2.2)$$

For any function $f \in V$

$$f(y) = \int f(x)\mathbb{K}(x, y) \, dx.$$

It should be noted that the sum in (2.2) is not necessarily convergent for any Hilbert space. For instance, $L_2([-\pi, \pi])$ has a kernel $\mathbb{K}(x, y) = \frac{1}{2\pi} + \frac{1}{2} \sum_{k=1}^{\infty} \cos kx \cos ky + \sin kx \sin ky$. This divergent kernel is a representation of the most famous kernel – the Dirac delta function, $\delta(x - y)$. The reproducing kernel expression is:

$$f(x) = \int_{-\pi}^{\pi} f(y)\delta(x - y) \, dy.$$

2.3 FOURIER TRANSFORMATION

Fourier transformation is a chief tool for exploring time-frequency phenomena in time series, signal processing, and other related fields.

**Definition 2.3.1** The Fourier transformation of a function $f \in L_1(\mathbb{R})$ is defined by

$$\hat{f}(\omega) = \mathcal{F}[f(x)] = \langle f(x), e^{i\omega x} \rangle = \int_{\mathbb{R}} f(x)e^{i\omega x} \, dx = \int_{\mathbb{R}} f(x)e^{-i\omega x} \, dx.$$

If $\hat{f} \in L_1(\mathbb{R})$ is the Fourier transformation of $f \in L_1(\mathbb{R})$, then
\[ f(x) = \mathcal{F}^{-1}[\hat{f}(\omega)] = \frac{1}{2\pi} \int \hat{f}(\omega) e^{i\omega x} \, d\omega, \]

at every continuity point of \( f \).

The function \( \hat{f}(\omega) \) is, in general, a complex function of the form \( \hat{f}(\omega) = |\hat{f}(\omega)| e^{i\varphi(\omega)} \). The part \( |\hat{f}(\omega)| \) is called the magnitude spectrum and the exponent \( \varphi(\omega) \) is called the phase spectrum.

If \( f(x) \) is real, then
- \( \hat{f}(-\omega) = \overline{\hat{f}(\omega)} \), and
- \( |\hat{f}(\omega)| \) is an even function and \( \varphi(\omega) \) is an odd function of \( \omega \).

It will be clear from the context if \( \hat{f} \) denotes an estimator rather than the Fourier transformation of \( f \).

**Example 2.3.1** Let

\[ \hat{f}(x) = \begin{cases} 
  1, & |x| \leq l/2 \\
  0, & |x| > l/2.
\end{cases} \tag{2.3} \]

Then, by taking into account the representation \( \sin z = \frac{e^{iz} - e^{-iz}}{2i} \) we get

\[
\hat{f}(\omega) = \int_{-l/2}^{l/2} e^{-i\omega x} \, dx = \frac{1}{i\omega} e^{-i\omega x} \bigg|_{-l/2}^{l/2} = \frac{1}{\omega} \left( e^{i\omega l/2} - e^{-i\omega l/2} \right) = i \frac{\sin \omega l}{\omega^2}. 
\]

### 2.3.1 Basic Properties

We provide, without proofs, a list of important properties of Fourier transformation. For a comprehensive exposition of Fourier transformations, we direct the reader to the monographs of Helson [192] and Katznelson [231].

- **[BOU] Boundedness.** \( \hat{f} \in L_\infty (R), \|\hat{f}\|_\infty \leq \|f\|_1 \).

- **[UC] Uniform Continuity.** \( \hat{f}(\omega) \) is uniformly continuous on \(-\infty < \omega < \infty\).

- **[DEC] Decay.** For \( f \in L_1 \), \( \hat{f}(\omega) \to 0 \), when \( |\omega| \to \infty \), (Riemann-Lebesgue lemma).

- **[LIN] Linearity.** \( \mathcal{F}[\alpha f(x) + \beta g(x)] = \alpha \mathcal{F}[f(x)] + \beta \mathcal{F}[g(x)] \).

- **[DER] Derivative.** \( \mathcal{F}[f^{(n)}(x)] = (i\omega)^n \hat{f}(\omega) \).
[PLA] Plancherel’s Identity. $\langle f, g \rangle = \frac{1}{2\pi} \langle \hat{f}, \hat{g} \rangle$: If $g = f$ one obtains Plancherel’s identity: $\|f\|^2 = \frac{1}{2\pi} \|\hat{f}\|^2$.

The function $|\hat{f}(\omega)|^2$ is called the energy spectrum. The area below the curve $|\hat{f}(\omega)|^2$ is $2\pi$ times the energy content of the signal, $E = \int |f(x)|^2 dx$ (Plancherel’s identity in engineering terms).

[SHI] Shifting. $\mathcal{F}[f(x - x_0)] = e^{-i\omega x_0} \hat{f}(\omega)$.

[SCA] Scaling. $\mathcal{F}[f(ax)] = \frac{1}{|a|} \hat{f} \left( \frac{\omega}{a} \right)$.

[SYM] Symmetry. $\mathcal{F}[\hat{f}(x)] = \frac{1}{2\pi} \hat{f}(\omega)$.

[CON] Convolution. The convolution of $f$ and $g$ is defined as $f \ast g(x) = \int f(x - t)g(t) dt$. One of the most important properties of Fourier transformations is $\mathcal{F}[f \ast g] = \hat{f} \hat{g}$.

[MOD] Modulation Theorem. From the symmetry property it follows that $f(x)g(x) = \frac{1}{2\pi} F(\omega) \ast G(\omega)$.

[MOM] Moment Theorem

$$\int_{\mathbb{R}} x^n f(x) dx = (i)^n \frac{d^n}{d\omega^n} \hat{f}(\omega) \big|_{\omega = 0}. \quad (2.4)$$

Example 2.3.2 By using basic properties of the Fourier transformation we find $\hat{g}(\omega)$ for $f(x) \cos \omega_0 x$.

Since $\cos \omega_0 x = (e^{i\omega_0 x} + e^{-i\omega_0 x})/2$, $f(x) \cos \omega_0 x = \frac{1}{2} f(x) e^{i\omega_0 x} + \frac{1}{2} f(x) e^{-i\omega_0 x}$. [LIN] and [SHI] properties of Fourier transformation give $\hat{g}(\omega) = \frac{1}{2} \hat{f}(\omega - \omega_0) + \frac{1}{2} \hat{f}(\omega + \omega_0)$.

For instance, $f_t(x) \cos \omega_0 x$ [windowed cosine function, $f_t$ given by (2.3)] has the following Fourier transformation:

$$\frac{\sin(\omega - \omega_0)l/2}{\omega - \omega_0} + \frac{\sin(\omega + \omega_0)l/2}{\omega + \omega_0}.$$ 

Example 2.3.3 The Dirac function satisfies
PREREQUISITES

- \( f(x) * \delta(x - x_0) = f(x - x_0) \),
- \( \mathcal{F}[\delta(x - x_0)] = e^{-i\omega x_0} \).

2.3.2 Poisson Summation Formula and Sampling Theorem

Theorem 2.3.1 (Poisson theorem) If function \( f \) is smooth and decays fast,\(^1\)

\[
\sum_{n=-\infty}^{\infty} f(x - nT) = \frac{1}{T} \sum_{k=-\infty}^{\infty} \hat{f} \left( \frac{2\pi k}{T} \right) e^{2\pi i k x / T}.
\]

For \( T = 1 \) and \( x = 0 \),

\[
\sum_{n=-\infty}^{\infty} f(n) = \sum_{k=-\infty}^{\infty} \hat{f}(2\pi k).
\]

Example 2.3.4 The identity

\[
\sum_{n=-\infty}^{\infty} e^{-a|n|} = \sum_{n=-\infty}^{\infty} \frac{2a}{a^2 + (2\pi n)^2}, \quad a > 0,
\]

follows from the fact that \( \frac{2a}{a^2 + (2\pi n)^2} \) is the Fourier transformation of \( e^{-a|n|} \).

The sampling theorem is an important tool in communication theory. It gives the conditions when an analog (continuous) signal can be exactly recovered from its sampled values. In wavelet theory, the sampling theorem helps to understand the relationship between wavelet series and discrete wavelet transformations. We define a bandlimited function first.

A function \( f \) is called bandlimited on \([0, \Omega]\) if its Fourier transformation \( \hat{f} \) has support contained in \([-\Omega, \Omega] \), i.e., if \( \hat{f}(\omega) = 0 \) for \(|\omega| > \Omega\).

Theorem 2.3.2 (Sampling theorem) Let \( f(x) \) be continuous and bandlimited on \([-\Omega, \Omega]\). Then, it is uniquely determined by its sampled values at \( x = \frac{n\pi}{\Omega} \).

\(^1\)A sufficient condition is, for example, \( f(x) = O \left( \frac{1}{|x|^{\alpha+1}} \right) \) and \( \hat{f}(\omega) = O \left( \frac{1}{|\omega|^{\alpha+1}} \right) \) for some \( \alpha > 1 \).
The function $f$ can be recovered from its sampled values through the interpolation formula

$$f(x) = \sum_{n=-\infty}^{\infty} f(nT) \text{sinc}_T(x - nT), \quad \text{(2.5)}$$

where $\text{sinc}_T(x) = \frac{\sin(\pi x/T)}{\pi x/T}$. The maximum sampling frequency is $2T$ (Nyquist rate) and $T = \frac{T}{2}$ is the maximum sampling period. If the sampling rate is slower than the Nyquist rate, it may happen that the same sampled values come from different continuous signals. Such an error is called aliasing.

### 2.3.3 Fourier Series

Fourier series play an important role in developing wavelet theory. Calculating wavelet filters from transfer functions and orthogonality proofs are some examples of important wavelet tasks involving Fourier series.

A periodic function $f(x) = f(x + T)$ can be expanded into a series

$$f(x) = \sum_{n=-\infty}^{\infty} F_n e^{i\frac{n\pi x}{T}},$$

where

$$F_n = \frac{1}{T} \int_{-T/2}^{T/2} f(x) e^{-i\frac{n\pi x}{T}} \, dx.$$

The set $\{e_n = \frac{1}{\sqrt{T}} e^{i\frac{n\pi x}{T}}\}$ is a complete orthonormal basis for $[-T/2, T/2]$. In terms of the trigonometric functions, sines and cosines, the Fourier series has the form

$$f(x) = \frac{a_0}{2} + \sum_{n=1}^{\infty} \left( a_n \cos \frac{n\pi x}{T} + b_n \sin \frac{n\pi x}{T} \right), \quad \text{(2.6)}$$

where
Example 2.3.5 The Fourier series for \( f(x) = \text{sgn} \cos x \) can be found by using (2.6) and (2.7). This function is periodic with the period \( T = \pi \) and even. Consequently, \( a_0 = 0 \) and \( b_n = 0, \ n = 1, 2, \ldots \)

\[
a_n = \frac{2}{\pi} \int_0^\pi \text{sgn}(\cos x) \cos n x \, dx
\]

\[
= \frac{2}{\pi} \int_0^{\pi/2} \cos n x \, dx - \frac{2}{\pi} \int_{\pi/2}^\pi \cos n x \, dx
\]

\[
= \frac{4}{n\pi} \sin \frac{n\pi}{2}, \ n \in \mathbb{N}.
\]

Therefore,

\[
\text{sgn} \cos x = \frac{4}{\pi} \sum_{n=1}^{\infty} \sin \frac{n\pi}{2} \cos n x = \frac{4}{\pi} \sum_{k=0}^{\infty} \frac{(-1)^k}{2k+1} \cos(2k+1)x.
\] (2.8)

In Fig. 2.1 several partial sums of the Fourier expansion (2.8) are shown. Notice “imprecisions” next to discontinuity points. Even for extremely large values of \( K \), these unwanted artifacts (infamous Gibbs effect) do not disappear.

The following property of Fourier series will be used later:

**Unicity.** If \( f \in L_1(R) \) and \( a_n = 0, \ n = 0, 1, \ldots \), and \( b_n = 0, \ n = 1, 2, \ldots \), then \( f = 0 \).

### 2.3.4 Discrete Fourier Transform

The discrete Fourier transformation (DFT) of a sequence \( f = \{ f_n, n = 0, 1, \ldots, N-1 \} \) is defined as

\[
F = \left\{ \sum_{n=0}^{N-1} f_n w_N^{nk}, \ k = 0, \ldots, N-1 \right\},
\]

where \( w_N = e^{-i2\pi/N} \). The inverse is
In the introduction we mentioned Heisenberg’s uncertainty principle, when discussing the time–scale adaptivity of wavelet transformations.

Heisenberg’s uncertainty principle has a universal character and it states that in modeling time-frequency phenomena one cannot be arbitrarily precise in both time and frequency simultaneously. If the sides of an imaginary rectangle in the “time-frequency” plane (called Heisenberg’s box) represent the time duration and the spectral bandwidth of a signal, Heisenberg’s uncertainty principle claims that the area of such a rectangle is bounded from below. Here is a more formal statement of the principle.

Let \( f(x) \in L_2(\mathbb{R}) \) be such that
The center \( \bar{x} \) and the spectral bandwidth \( \Delta_f \) are defined as:

\[
\begin{align*}
\bar{x} &= \frac{1}{\|f\|^2} \int x |f(x)|^2 \, dx, \\
(\Delta_f)^2 &= \frac{1}{\|\hat{f}\|^2} \int (x - \bar{x})^2 |f(x)|^2 \, dx.
\end{align*}
\] (2.10)

If \( f \) is an analog signal, then in signal processing analysis, \( \Delta_f \) is called the root mean square (RMS) duration of the signal.

Similarly, in the frequency domain, we define

\[
\begin{align*}
\bar{\omega} &= \frac{1}{\|\hat{f}\|^2} \int \omega |\hat{f}(\omega)|^2 d\omega, \\
(\Delta_f)^2 &= \frac{1}{\|\hat{f}\|^2} \int \omega^2 |\hat{f}(\omega)|^2 d\omega.
\end{align*}
\] (2.11)

\( \Delta_f \) is called the RMS duration of the bandwidth.

Heisenberg’s uncertainty principle can be formally stated as Theorem 2.4.1.

**Theorem 2.4.1** Let the condition (2.9) is satisfied by both \( f \) and \( \hat{f} \). Then,

\[
\Delta_f \cdot \Delta_f \geq \frac{1}{4}.
\] (2.12)

The inequality (2.12) is sharp; the equality is achieved for \( f(x) = e^{-ax^2}, a \geq 0 \).

**Example 2.4.1** We will show that for \( f(x) = A \cdot 1(x_0 - d/2 \leq x \leq x_0 + d/2) \), the RMS duration of the bandwidth \( \Delta_f \) is not finite.

Indeed, because \(|\hat{f}(\omega)| = A \left| d \sin \frac{\omega d}{\omega^2} \right|^2\) and \( \|\hat{f}\|^2 = 2\pi A^2 d \), we obtain

\[
(\Delta_f)^2 = \frac{2}{\pi d} \int_\mathbb{R} \sin^2 \frac{\omega d}{2} d\omega = \infty.
\]

### 2.5 SOME IMPORTANT FUNCTION SPACES

We have already defined the Lebesgue space \( L_p \) and have given several examples of Hilbert spaces. Next, we provide definitions of several important functional spaces
often encountered in formal descriptions and results concerning the regularity of functions.

As we will see later, all listed spaces can be characterized by the magnitude of wavelet coefficients of their wavelet-decomposed elements.

- $\mathcal{C}^n(\mathbb{R})$ A function belongs to the space $\mathcal{C}^n(\mathbb{R})$ if it is $n$-times continuously differentiable.

- $\mathcal{W}_p^s(\mathbb{R})$ Sobolev space is defined by

\[
\mathcal{W}_p^s(\mathbb{R}) = \{ f \mid \| (1 + |\omega|^2)^{s/2} \hat{f}(\omega) \|_{L_2} < \infty \}. \tag{2.13}
\]

For $s = 0$, this is just $L_2(\mathbb{R})$. For $s = 1, 2, 3, \ldots$, the space $\mathcal{W}_p^s(\mathbb{R})$ consists of all $L_2(\mathbb{R})$ functions that are $s$ times differentiable and whose $s$th derivative belongs to $L_2(\mathbb{R})$. When $s = -1, -2, -3, \ldots$, the space $\mathcal{W}_p^s(\mathbb{R})$ contains all distributions with a point support of order $\leq s, (\delta, \delta', \ldots, \delta^{(s-1)})$.

For $f$ and $g$ in $\mathcal{W}_p^s(\mathbb{R})$, the inner product is defined by

\[
\langle f, g \rangle_s = \frac{1}{2\pi} \int \hat{f}(\omega)\overline{\hat{g}(\omega)}(1 + |\omega|^2)^s d\omega.
\]

The space $\mathcal{W}_p^s(\mathbb{R})$ is complete with respect to this inner product and thus is a Hilbert space. Of course, the space $\mathcal{W}_p^s$ is obtained by replacing the $L_2$-norm in (2.13) by the $L_p$-norm.

- $\mathcal{C}^s(\mathbb{R})$ Hölder space is defined by

\[
\begin{align*}
(i) & \quad 0 < s < 1, \quad \mathcal{C}^s(\mathbb{R}) = \left\{ f \in L_\infty(\mathbb{R}) : \sup_h \frac{|f(x + h) - f(x)|}{|h|^s} < \infty \right\}, \\
(ii) & \quad s = n + s', \quad 0 < s' < 1,
\end{align*}
\]

\[
\mathcal{C}^s(\mathbb{R}) = \left\{ f \in L_\infty(\mathbb{R}) \cap \mathcal{C}^n(\mathbb{R}) : \frac{d^n}{dx^n} f \in \mathcal{C}^{s'}(\mathbb{R}) \right\}.
\]

- $\mathcal{B}_p^\sigma(I)$ Besov space.

We give a definition of an inhomogeneous Besov space on $I \subset \mathbb{R}$.

**Definition 2.5.1** Let $\Delta_h^{(0)} f(t) = f(t)$ and

\[
\Delta_h^{(r)} = \Delta_h^{(r-1)} f(x + h) - \Delta_h^{(r-1)} f(x) = \sum_{k=0}^{r} \binom{r}{k} (-1)^k f(t + kh),
\]
be the $r$th difference. $\Delta_h^{(r)}$ is defined for $x \in I_{rh} = \{x \in I | x + rh \in I \}$. The $r$th modulus of smoothness of $f \in L_p(I)$ is

$$w_{r,p}(f; t) = \sup_{|h| \leq t} ||\Delta_h^{(r)} f||_{L_p(h)}$$

with the supremum norm when $p = \infty$.

For selected $\sigma > 0$, $0 < p \leq \infty$, and $0 < q \leq \infty$ chose $r$ so that $r - 1 \leq \sigma \leq r$.

The Besov seminorm of index $(\sigma, p, q)$ is then defined by

$$|f|_{B_{\sigma,p,q}} = \left[ \int_0^\infty (h^{-\sigma} w_{r,p}(f; h))^q \frac{dh}{h} \right]^{1/q},$$

if $1 \leq q < \infty$, and

$$|f|_{B_{\sigma,p,\infty}} = \sup_h h^{-\sigma} w_{r,p}(f; h),$$

if $q = \infty$. The Besov norm $||f||_{B_{\sigma,p,\infty}}$ is defined as $||f||_{L_p(I)} + |f|_{B_{\sigma,p,\infty}}$. The Besov space is the class of all functions $f$ with a finite Besov norm. A Besov ball is a class of functions $B_{\sigma,p,q}(M)$ for which the norm is bounded from the above by $M$.

**Example 2.5.1** The Besov spaces are very general spaces comprising most other spaces as special cases.

- Sobolev space $W^s_{2}$ is $B_{s,2}$. For $p \neq 2$, Sobolev spaces $W^s_p$ do not coincide with $B_{s,p}$.
- Hölder space $C^s$ is $B_{s,\infty}$.

**Example 2.5.2** The following definition of Besov spaces (Meyer [294]) provides a different point of view.

The function $f$ belongs to $B_{p,q}^{\sigma}$, if there exist $f_0, g_0, g_1, g_2, \ldots$ in the Sobolev space $W^m_p$ and a sequence $\{\epsilon_0, \epsilon_1, \epsilon_2, \ldots \} \in \ell^q$ such that

$$f = f_0 + g_0 + g_1 + g_2 + \cdots \in L_p,$$

$$||g_j||_p \leq \epsilon_j 2^{-\sigma j}, \quad j = 0, 1, 2, \ldots$$

$$||g_j^{(m)}||_p \leq C \epsilon_j 2^{(m-\sigma)j}, \quad j = 0, 1, 2,$$

where $C > 0$ is a constant and $m$ is an integer $> \sigma$.

As special cases, Besov spaces include functional spaces with high spatial irregularities such as hump algebras, Bloch spaces, and bounded variation classes; see Meyer [294] for a comprehensive discussion.
Triebel [410] and [411] are excellent monographs covering in depth the theory of function spaces. See also Meyer [294], Wojtaszczyk [459], DeVore and Popov [115], Hernández and Weiss [193], and the seminal paper of Besov [31].

2.6 FUNDAMENTALS OF SIGNAL PROCESSING

Signal processing interpretations are fundamental for understanding, constructing and implementing wavelet methods. We review some of the commonly used terms. For a more comprehensive coverage of the interplay between wavelets and signal processing we direct the reader to Strang and Nguyen [387] and Vetterli and Kovaˇcevi ´c [419].

A filter $H$ is a linear operator which maps $\ell_2$ to $\ell_2$. For $x \in \ell_2$ the equation $y = Hx$ has a component-wise representation $y(n) = (h * x)(n) = \sum_k h(k)x(n-k)$, where $h(k) = h_k$, $k \in \mathbb{Z}$ are filter coefficients. The filter coefficients may be obtained when the filter $H$ is applied to the sequence $y = (\ldots, 0, 0, 1, 0, 0, \ldots)$ (unit impulse at zero),

$$h = Hy = (\ldots, h_0, h_1, \ldots).$$

When there is no danger of confusion, the impulse response $h$ of the filter $H$ will be called a filter as well. Components $h_i$ of $h$ are called taps of the filter.

A filter band is a set of two or more filters. It is usually constructed to separate an input signal into frequency bands. When negative indices are not allowed in $h$ the filter is called causal. If the number of nonzero taps is finite, the filter is called finite impulse response (FIR), otherwise the filter is infinite impulse response (IIR).

The function

$$H(\omega) = \sum_n h(n)e^{-i\omega n}$$

is the frequency response function. When the input is $x(n) = e^{i\omega}$ and the filter taps are $(h_0, h_1, \ldots)$, the output $y(n)$ is equal to the product $x(n) \cdot H(\omega)$. Indeed,

$$y(n) = h_0 e^{i\omega} + h_1 e^{i(n-1)\omega} + \ldots = (h_0 + h_1 e^{-i\omega} + \ldots)e^{i\omega} = H(\omega)x(n).$$

The function $H(\omega)$ is a complex function, and can be represented in the form
PREREQUISITES

\[ H(\omega) = |H(\omega)| e^{-i\Phi(\omega)}, \]

where \(|H(\omega)|\) is the magnitude of \(H(\omega)\) and \(\Phi(\omega)\) is the phase angle. The filter is low-pass (averaging, smoothing), when \(H(0) = 1\) and \(H(\pi) = 0\) (the low frequencies are preserved). The filter is high-pass (differencing) when \(H(0) = 0\) and \(H(\pi) = 1\).

2.7 EXERCISES

2.1. Prove the Schwarz inequality: Let \(x_1, x_2 \in \mathcal{H}\), then

\[ |\langle x_1, x_2 \rangle| \leq \langle x_1, x_1 \rangle^{1/2} \langle x_2, x_2 \rangle^{1/2}, \]

with equality when \(x_2 = \alpha x_1\) for some constant \(\alpha\).

[Hint: Consider the inequality \(\langle x_1 + \lambda x_2, x_1 + \lambda x_2 \rangle \geq 0\) and choose appropriate \(\lambda\).]

2.2. Gram-Schmidt process of orthogonalization. Let \(f_1, \ldots, f_n, \ldots\) be a sequence of linearly independent functions in \(L^2(\mathbb{R})\). Let

\[ g_1 = f_1, g_2 = f_2 - \frac{\langle f_2, g_1 \rangle g_1}{\|g_1\|^2}, \ldots, g_n = f_n - \sum_{i=1}^{n-1} \frac{\langle f_n, g_i \rangle g_i}{\|g_i\|^2}, \ldots. \]

(a) Show that \(\{g_1, g_2, \ldots, g_n, \ldots\}\) is an orthonormal system.

(b) Generate a set of polynomials orthonormal in \(L^2([-1, 1])\) from the sequence 1, \(x, x^2, x^3, \ldots\).

2.3. Show that the set of functions

\[ f_m(x) = \sqrt{\frac{2}{\pi}} \sin mx, \quad m = 1, 2, \ldots \]

is an orthonormal system in \(L^2([0, \pi])\).

2.4. [459] Let \(\psi_{jk}, j = 0, 1, \ldots; k = 0, 1, \ldots, 2^j - 1\) be the Haar basis on \([0,1]\).

Let \(f(x) = 2^N 1(0 \leq x \leq 2^{-N})\). Calculate \(\sum_{j=0}^{\infty} \sum_{k=0}^{2^j - 1} \langle f, \psi_{jk} \rangle \psi_{jk}\).

By considering \(\sum_{j=0}^{\infty} \sum_{k=0}^{2^j - 1} \langle f, \psi_{2j,k} \psi_{2j,k} \rangle\) show that \(\{\psi_{jk}\}\) is not an unconditional basis in \(L^1[0,1]\).

2.5. Show that \(\bar{r}\) in (2.11) is always 0.
2.6. For \( f(x) = e^{-ax^2}, \, a \geq 0 \), show that \((\Delta f)^2 = \frac{1}{a\pi}\) and \((\Delta^2 f)^2 = a\).

2.7. Find \( \hat{f}(\omega) \) for

\[
\begin{align*}
f(x) &= \begin{cases} 
  e^{-ax}, & x \geq 0 \\
  0, & x < 0 .
\end{cases}
\end{align*}
\]

[Answer: \( \hat{f}(\omega) = \frac{1}{\alpha + i\omega} \)]

2.8. Find \( \hat{f}(\omega) \) for \( f(x) = e^{-a|x|} \).

[Hint: Show first: \( \int_{-\infty}^{\infty} e^{-a|x|} e^{-j\omega x} \, dx = \frac{2\alpha}{e^{2\alpha^2}+(\omega^2+\alpha^2)^2} \)]

2.9. Find \( \hat{f}(\omega) \) for \( f(x) = xe^{-a|x|} \).

[Hint: Show first: \( \int_{-\infty}^{\infty} xe^{-a|x|} e^{-j\omega x} \, dx = -2i\int_{0}^{\infty} xe^{-\alpha x} \sin \omega x \, dx \). Answer: \( \frac{2\alpha}{e^{2\alpha^2}+(\omega^2+\alpha^2)^2} \)]

2.10. Gibbs effect. Given the function \( f(x) = \text{sgn}(x) \mathbf{1}(|x| < \pi) \), show:

(a) \( f(x) = \frac{4}{\pi} \sum_{n=1}^{\infty} \frac{1}{2n-1} \sin(2n-1)x \) is the Fourier series of \( f(x) \).

(b) \( S_k(x) = \frac{2}{\pi} \sum_{n=k}^{\infty} [\pi \delta_{k+\frac{1}{2}}] \) is \( k \)-th partial sum of the series in (a). \( Si(y) = \int_{0}^{y} \frac{\sin x}{x} \, dx \) is the Sine-integral function.

(c) Plot \( S_k(x) \) for different values of \( k \) in the neighborhood of 0.

2.11. Prove that \( \{e^{icnx}\} \) is a tight frame for \( c \leq 1 \) with the constants \( A = B = \frac{1}{c} \).

2.12. [104] Let \( H = \mathbb{R}^2 \). Prove that the system \( \{(0, 1), (\frac{\sqrt{2}}{2}, -\frac{\sqrt{2}}{2}), (\frac{\sqrt{2}}{2}, \frac{\sqrt{2}}{2})\} \) is a frame. Find the frame bounds \( A \) and \( B \). Is it the tight frame?

2.13. Show that the Heisenberg product \( \Delta f \cdot \Delta f \) [see (2.10) and (2.11)] is invariant under location, modulation and scale changes in \( f \). That is, the product does not change if \( f(x) \) is replaced by \( e^{ix} f((x - b)/a), \omega, a, b \in \mathbb{R}, a \neq 0 \).

2.14. (Lars Villemoes) Find the Heisenberg product for the “tent” function, \( f(x) = (x + 1) \cdot \mathbf{1}(-1 \leq x \leq 0) + (1 - x) \cdot \mathbf{1}(0 < x \leq 1) \).

[Hint: By the derivation rule and Plancherel’s formula, \( \Delta_f^2 = \| f' \|^2 / \| f \|^2 \). Answer: \( \Delta_f \cdot \Delta_f = \sqrt{3/10} \approx 0.548 \).]
In this chapter, we give an overview of important theoretical results in wavelet theory. We start with the continuous wavelet transformation mainly because of its historic importance. However, the emphasis will be put on critically sampled wavelets and discrete wavelet transformations.

Mallat’s multiresolution analysis is the fundamental concept necessary to construct and understand the wavelet paradigm. The main mathematical tool is Fourier analysis. Theoretical results are illustrated on Haar’s, Shannon’s, Meyer’s, and Daubechies’ wavelets. We conclude the chapter with discussions of some basic properties of wavelets.

3.1 CONTINUOUS WAVELET TRANSFORMATION

The first theoretical results in wavelets are connected with continuous wavelet decompositions of $L_2$ functions and go back to the early 1980s. Papers of Morlet et al. [301] and Grossmann and Morlet [180] are among the first on this subject.

Even though most of today’s practical applications of wavelets involve discrete wavelet transformations and wavelet series, many researchers are reluctant to give up insightful graphical displays of continuous wavelet transformations.

By the very nature of its subject, statistics is mainly interested in discrete wavelet transformations. However, understanding continuous wavelet transformations is important since many of their properties have analogous discrete counterparts. For example, there is a significant body of research in both probability and time series where the problems are formulated in terms of continuous wavelet transformations.
(see Cambanis and Masry [57], Cambanis and Houdré [56], and Houdré [201]).

Let $\psi_{a,b}(x), \ a \in \mathbb{R}\setminus\{0\}, \ b \in \mathbb{R}$ be a family of functions defined as translations and re-scales of a single function $\psi(x) \in L_2(\mathbb{R})$,

$$\psi_{a,b}(x) = \frac{1}{\sqrt{|a|}} \psi\left(\frac{x-b}{a}\right). \quad (3.1)$$

Such normalization ensures that $||\psi_{a,b}(x)||$ is independent of $a$ and $b$. The function $\psi$ (called the wavelet function or the mother wavelet) is assumed to satisfy the admissibility condition,

$$C_\psi = \int_{\mathbb{R}} \frac{|\Psi(\omega)|^2}{|\omega|} d\omega < \infty, \quad (3.2)$$

where $\Psi(\omega)$ is the Fourier transformation of $\psi(x)$. The admissibility condition (3.2) implies

$$0 = \Psi(0) = \int \psi(x) dx.$$

Also, if $\int \psi(x) dx = 0$ and $\int (1 + |x|^\alpha) |\psi(x)| dx < \infty$ for some $\alpha > 0$, then $C_\psi < \infty$.

This property of the function $\psi$, $\int \psi(x) dx = 0$, motivates the name wavelet. The diminutive comes from the fact that $\psi$ is well localized and by appropriate scaling such localization can be made arbitrarily fine. Wavelet functions are usually normalized to “have unit energy”, i.e., $||\psi_{a,b}(x)|| = 1$.

For any $L_2$ function $f(x)$, the continuous wavelet transformation is defined as a function of two variables

$$CW T_f(a, b) = \langle f, \psi_{a,b} \rangle = \int f(x) \overline{\psi_{a,b}(x)} dx.$$

Here the dilation and translation parameters, $a$ and $b$, respectively, vary continuously over $\mathbb{R}\setminus\{0\} \times \mathbb{R}$.

### 3.1.1 Basic Properties

**Resolution of Identity.** When the admissibility condition is satisfied, i.e., $C_\psi < \infty$, it is possible to find the inverse continuous transformation via the relation known as resolution of identity or Calderón’s reproducing identity,
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\[
f(x) = \frac{1}{C_{\psi}} \int_{\mathbb{R}} \text{CWT}_f(a, b) \psi_{a,b}(x) \frac{da}{a^2} \frac{db}{a^2}.
\]

If \(a\) is restricted to \(\mathbb{R}^+\), which is natural since \(a\) can be interpreted as a reciprocal of frequency, (3.2) becomes

\[
C_{\psi} = \int_0^\infty \frac{1}{\omega} |\Psi(\omega)|^2 d\omega < \infty, 
\tag{3.3}
\]

and the resolution of identity relation becomes

\[
f(x) = \frac{1}{C_{\psi}} \int_{-\infty}^{\infty} \int_0^\infty \text{CWT}_f(a, b) \psi_{a,b}(x) \frac{1}{a^2} da \frac{db}{a^2}.
\]

**Example 3.1.1** In this example we provide two illustrations of continuous wavelet decompositions. Fig. 3.1 depicts a continuous wavelet transformation of the earthquake data set [Fig. 1.12(a)] discussed in Section 1.4. The wavelet used was the “Mexican hat,” see Example 3.1.3 on page 49.

![Fig. 3.1](image-url) Continuous wavelet transformation of the earthquake data set by the “Mexican hat” wavelet.

Fig. 3.2(a) gives a continuous wavelet transformation of Donoho and Johnstone’s blocks test function. The wavelet used was Morlet’s wavelet \([\psi(x) \propto e^{-\frac{x^2}{2\sigma^2}} e^{i\omega_0 x}]\)
which is a modulated Gaussian function. Notice the “cones of influence” in the time/frequency plane in panel (a) corresponding to points of singularity in the signal.

![Wavelet Image](image)

**Fig. 3.2** (a) Continuous wavelet transformation of blocks by the Morlet’s wavelet (b) Original data set provided for comparison.

Both decompositions in this example are obtained by WaveLab software.

Next, we list a few important properties of continuous wavelet transformations.

**Shifting Property.** If \( f(x) \) has a continuous wavelet transformation \( \text{CWT}_f(a, b) \), then \( g(x) = f(x - \beta) \) has the continuous wavelet transformation \( \text{CWT}_g(a, b) = \text{CWT}_f(a, b - \beta) \).

**Scaling Property.** If \( f(x) \) has a continuous wavelet transformation \( \text{CWT}_f(a, b) \), then \( g(x) = \frac{1}{\sqrt{s}} f \left( \frac{x}{s} \right) \) has the continuous wavelet transformation \( \text{CWT}_g(a, b) = \text{CWT}_f \left( \frac{a}{s}, \frac{b}{s} \right) \).

Both the shifting property and the scaling property are simple consequences of changing variables under the integral sign.

**Energy Conservation.**
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\[
\int_{-\infty}^{\infty} |f(x)|^2 \, dx = \frac{1}{C_\psi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} |\text{CWT}_f(a,b)|^2 \frac{1}{a^2} \, da \, db.
\]

Localization. Let \( f(x) = \delta(x-x_0) \) be the Dirac pulse at the point \( x_0 \). Then, \( \text{CWT}_f(a,b) = \frac{1}{\sqrt{a}} \psi\left( \frac{x-a \cdot b}{a} \right) \).

Reproducing Kernel Property. Define \( K(u;v;a;b) = \langle \psi_{u,v}, \psi_{a,b} \rangle \). Then, if \( F(u,v) \) is a continuous wavelet transformation of \( f(x) \),

\[
F(u,v) = \frac{1}{C_\psi} \int_{-\infty}^{\infty} \int_{0}^{\infty} K(u;v;a;b) F(a,b) \frac{1}{a^2} \, da \, db,
\]
i.e., \( K \) is a reproducing kernel. The associated reproducing kernel Hilbert space (RKHS) is defined as a \( \text{CWT} \) image of \( L^2(\mathbb{R}) \) – the space of all complex-valued functions \( F \) on \( \mathbb{R}^2 \) for which \( \frac{1}{C_\psi} \int_{-\infty}^{\infty} \int_{0}^{\infty} |F(a,b)|^2 \frac{da \, db}{a^2} \) is finite.

Characterization of Regularity. Let \( \int (1 + |x|) |\psi(x)| \, dx < \infty \) and let \( \Psi(0) = 0 \). If \( f \in C^\alpha \) (Hölder space with exponent \( \alpha \)), then

\[
|\text{CWT}_f(a,b)| \leq C|\alpha|^{\alpha+1/2}.
\]

(3.4)

Conversely, if a continuous and bounded function \( f \) satisfies (3.4), then \( f \in C^\alpha \).

For the proof and results concerning local regularity, see Jaffard [212, 211], and Holschneider and Tchamitchian [200].

Example 3.1.2 Continuous Haar transformation. Continuous wavelet transformation can be simple. Let

\[
\psi_{a,b}^{\text{HAAR}}(x) = \frac{1}{\sqrt{a}} \left[ 1(b \leq x < \frac{a}{2} + b) - 1(\frac{a}{2} + b \leq x \leq a + b) \right],
\]

\[ a \in \mathbb{R}^+, b \in \mathbb{R}. \]

(3.5)

Let \( F \) be a primitive for \( f \), i.e., \( F' = f \). Then,

\[
\text{CWT}_f(a,b) = \langle f, \psi_{a,b}^{\text{HAAR}} \rangle = \frac{2}{\sqrt{a}} \left[ F\left( \frac{a}{2} + b \right) - \frac{F(b) + F(a+b)}{2} \right].
\]

Fig. 3.3 gives a contour plot of \( \text{CWT}_f(a,b) \) for the doppler test function defined
by (1.4). The horizontal axis in the plot is scale \( a \), \((0 < a \leq 2)\) and vertical axis is shift \( b \), \((0 < b < 1)\).

**Fig. 3.3** Level plot of a continuous Haar wavelet transformation of the doppler function. The horizontal axis is scale \( a \), \((0 < a \leq 2)\) and the vertical axis is shift \( b \), \((0 < b < 1)\).

### 3.1.2 Wavelets for Continuous Transformations

How can one construct wavelet functions? We already saw that Haar’s function given in (3.5) is one choice. The following result gives an effective way of selecting a wavelet function.

**Theorem 3.1.1** Let \( \xi(x) \) and \( \xi^{(n)}(x) \), \( n \geq 1 \), be \( L_2(\mathbb{R}) \) functions and let \( \xi^{(n)}(x) \neq 0 \). Then, \( \psi(x) = \xi^{(n)}(x) \) is a wavelet.

**Proof:** By the [DER] property of Fourier transformations: \( |\Psi(\omega)| = |\omega|^n |\hat{\xi}(\omega)| \). We need to show that the admissibility constant \( C_\psi \) is finite. Indeed,
Example 3.1.3 Mexican hat or Marr’s wavelet. The function

$$\psi(x) = \frac{d^2}{dx^2}[-e^{-x^2/2}] = (1 - x^2)e^{-x^2/2}$$

is a wavelet [known as the “Mexican hat” or Marr’s wavelet, Fig. 3.4(a)].

By Theorem 3.1.1, it follows that $C_\psi$ is finite. By direct calculation one may obtain $C_\psi = 2\pi$.

Example 3.1.4 Poisson wavelet. The function

$$\psi(x) = -(1 + \frac{d}{dx})\frac{1}{\pi}\frac{1}{1+x^2}$$

is a wavelet [known as the Poisson wavelet, Fig. 3.4(b)]. The analysis of functions with respect to this wavelet is related to the boundary value problem of the Laplace operator. See Exercise 3.4.
The following result can be proved by using Theorem 3.1.1:

**Result:** If \( \psi \in L_1(\mathbb{R}) \cap L_2(\mathbb{R}) \) is not identically equal to zero and satisfies (i) \( \int_{\mathbb{R}} \psi(x)dx = 0 \) and (ii) \( \int_{\mathbb{R}} |x|^\alpha |\psi(x)|dx < \infty \) for some \( \alpha > \frac{1}{2} \), then \( \psi \) is a wavelet (see Exercise 3.1).

For more information on continuous wavelet transformations, we direct the reader to the monographs of Daubechies [104], Holschneider [198], and Meyer [293]. See also Louis, Maß, and Reider [267] and Vetterli and Kovacević [419].

### 3.2 DISCRETIZATION OF THE CONTINUOUS WAVELET TRANSFORM

The continuous wavelet transformation of a function of one variable is a function of two variables. Clearly, the transformation is redundant. To “minimize” the transformation one can select discrete values of \( a \) and \( b \) and still have a transformation that is invertible. However, sampling that preserves all information about the decomposed function cannot be coarser than the critical sampling.

The critical sampling (Fig. 3.5) defined by

\[
a = 2^{-j}, \quad b = k2^{-j}, \quad j, k \in \mathbb{Z},
\]

will produce the minimal basis. Any coarser sampling will not give a unique inverse transformation; that is, the original function will not be uniquely recoverable. Moreover under mild conditions on the wavelet function \( \psi \), such sampling produces an orthogonal basis \( \{ \psi_{jk}(x) = 2^{j/2}\psi(2^j x - k), \quad j, k \in \mathbb{Z} \} \).

There are other discretization choices. For example, selecting \( a = 2^{-j}, \quad b = k \) will lead to non-decimated (or stationary) wavelet transformation, that will be discussed in Chapter 5. For more general sampling, given by

\[
a = a_0^{-j}, \quad b = k b_0 a_0^{-j}, \quad j, k \in \mathbb{Z}, \quad a_0 > 1, b_0 > 0,
\]

numerically stable reconstructions are possible if the system \( \{ \psi_{jk}, \quad j, k \in \mathbb{Z} \} \) constitutes a frame. Here

\[
\psi_{jk}(x) = a_0^{j/2} \psi \left( \frac{x - k b_0 a_0^{-j}}{a_0^j} \right) = a_0^{j/2} \psi(a_0^j x - k b_0),
\]

is (3.1) evaluated at (3.7). For a comprehensive discussion see Daubechies [104] and Heil and Walnut [191].

Next, we consider wavelet transformations (wavelet series expansions) for values of \( a \) and \( b \) given by (3.6). An elegant theoretical framework for critically sampled
wavelet transformation is Mallat’s Multiresolution Analysis [275, 276].

3.3 MULTiresolution Analysis

A multiresolution analysis (MRA) is a sequence of closed subspaces $V_n$, $n \in \mathbb{Z}$ in $L_2(\mathbb{R})$ such that they lie in a containment hierarchy

\[ \cdots \subset V_{-2} \subset V_{-1} \subset V_0 \subset V_1 \subset V_2 \subset \cdots \]  

(3.8)

The nested spaces have an intersection that is trivial and a union that is dense in $L_2(\mathbb{R})$,

\[ \bigcap_n V_j = \{0\}, \quad \bigcup_j V_j = L_2(\mathbb{R}). \]

[With $\overline{A}$ we denoted the closure of a set $A$. The hierarchy (3.8) is constructed such that (i) $V$-spaces are self-similar,

\[ f(2^j x) \in V_j \text{ iff } f(x) \in V_0. \]  

(3.9)

and (ii) there exists a scaling function $\phi \in V_0$ whose integer-translates span the space $V_0$,

\[ V_0 = \left\{ f \in L_2(\mathbb{R}) \mid f(x) = \sum_k c_k \phi(x - k) \right\}, \]
and for which the set \( \{ \phi(\bullet - k), \; k \in \mathbb{Z} \} \) is an orthonormal basis.\(^1\)

A few technical conditions on \( \phi \) are necessary for future developments. First, we assume \( \int \phi(x)dx \neq 0 \). Since \( V_0 \subset V_1 \), the function \( \phi(x) \in V_0 \) can be represented as a linear combination of functions from \( V_1 \), i.e.,

\[
\phi(x) = \sum_{k \in \mathbb{Z}} h_k \sqrt{2} \phi(2x - k),
\]

for some coefficients \( h_k, \; k \in \mathbb{Z} \). This equation is known as the scaling equation (or two-scale equation) and, as we will see later, it is fundamental in constructing and exploring wavelets.

In the wavelet literature, the reader may encounter an indexing of the multiresolution subspaces, which is the reverse of that in (3.8),

\[
\cdots \subset V_2 \subset V_1 \subset V_0 \subset V_{-1} \subset V_{-2} \subset \cdots.
\]

This convention, sometimes called Daubechies’ convention, as opposed to Mallat’s convention in (3.8), is almost equally often used. For instance, by the self-similarity property (3.9), the family \( \{ \phi_{jk}(x) = 2^{j/2} \phi(2^{j}x - k), \; j \text{ fixed}, \; k \in \mathbb{Z} \} \) is a basis of \( V_j \) according to Mallat’s indexing, while \( \{ \phi_{jk}(x) = 2^{-j/2} \phi(2^{-j}x - k), \; j \text{ fixed}, \; k \in \mathbb{Z} \} \) is a basis of \( V_j \) according to Daubechies’ indexing.

We will use Mallat’s indexing since the summation expressions over multiresolution subspaces, used throughout the book, look more natural than their counterparts from the Daubechies’ indexing. However, for software implementation of wavelet transformations the Daubechies’ notation seems to be more natural since “the next step” in the transformation algorithm corresponds to the “next index” in the multiresolution indexing.

The coefficients \( h_n \) in (3.10) are important in connecting the MRA to the theory of signal processing. The (possibly infinite) vector \( h = \{ h_n, \; n \in \mathbb{Z} \} \) will be called a wavelet filter. It is a low-pass (averaging) filter as will become clear later by considerations in the Fourier domain.

To further explore properties of multiresolution analysis subspaces and their bases, we will often work in the Fourier domain. Define the function \( m_0 \) as follows:

\[
m_0(\omega) = \frac{1}{\sqrt{2}} \sum_{k \in \mathbb{Z}} h_k e^{-ik\omega} = \frac{1}{\sqrt{2}} H(\omega).
\]

The function in (3.12) is sometimes called the transfer function and it describes the

---

\(^1\)It is possible to relax the orthogonality requirement. It is sufficient to assume that the system of functions \( \{ \phi(\bullet - k), \; k \in \mathbb{Z} \} \) constitutes a Riesz basis for \( V_0 \).
behavior of the associated filter $h$ in the Fourier domain. Notice that the function $m_0$ is periodic with the period $2\pi$ and that the filter taps $\{h_n, n \in \mathbb{Z}\}$ are the Fourier coefficients of the function $H(\omega) = \sqrt{2} m_0(\omega)$.

In the Fourier domain, the relation (3.10) becomes

$$\Phi(\omega) = m_0 \left( \frac{\omega}{2} \right) \Phi \left( \frac{\omega}{2} \right),$$

(3.13)

where $\Phi(\omega)$ is the Fourier transformation of $\phi(x)$. Indeed,

$$\Phi(\omega) = \int_{-\infty}^{\infty} \phi(x)e^{-i\omega x} dx$$

$$= \sum_k \sqrt{2} h_k \int_{-\infty}^{\infty} \phi(2x-k)e^{-i\omega x} dx$$

$$= \sum_k \frac{h_k}{\sqrt{2}} e^{-ik\omega/2} \int_{-\infty}^{\infty} \phi(2x-k)e^{-i(2x-k)\omega/2} d(2x-k)$$

$$= \sum_k \frac{h_k}{\sqrt{2}} e^{-ik\omega/2} \Phi \left( \frac{\omega}{2} \right)$$

$$= m_0 \left( \frac{\omega}{2} \right) \Phi \left( \frac{\omega}{2} \right).$$

(3.14)

By iterating (3.13), one gets

$$\Phi(\omega) = \prod_{n=1}^{\infty} m_0 \left( \frac{\omega}{2^n} \right),$$

(3.15)

which is convergent under very mild conditions on rates of decay of the scaling function $\phi$. There are several sufficient conditions for convergence of the product in (3.15). For instance, the uniform convergence on compact sets is assured if (i) $m_0(\omega) = 1$ and (ii) $|m_0(\omega) - 1| < C|\omega|^\epsilon$, for some positive $C$ and $\epsilon$. See also Theorem 3.5.1.

Next, we prove two important properties of wavelet filters associated with an orthogonal MRA, normalization and orthogonality.

**Normalization.**

$$\sum_{k \in \mathbb{Z}} h_k = \sqrt{2}$$

(3.16)
Proof:

\[
\int \phi(x) dx = \sqrt{2} \sum_k h_k \int \phi(2x - k) dx \\
= \sqrt{2} \sum_k h_k \frac{1}{2} \int \phi(2x - k) d(2x - k) \\
= \frac{\sqrt{2}}{2} \sum_k h_k \int \phi(x) dx.
\]

Since \( \int \phi(x) dx \neq 0 \) by assumption, (3.16) follows.

This result also follows from \( m_0(0) = 1 \), since \( \int \phi(x) dx \neq 0 \) and \( \phi \in L_1(\mathbb{R}) \) in the time domain translate to \( \Phi(0) \neq 0 \) and \( \Phi(\omega) \in L_\infty \) in the Fourier domain.

Orthogonality. For any \( l \in \mathbb{Z} \),

\[
\sum_k h_k h_{k-2l} = \delta_l. \tag{3.17}
\]

Proof: Notice first that from the scaling equation (3.10) it follows that

\[
\phi(x) \phi(x - l) = \sqrt{2} \sum_k h_k \phi(2x - k) \phi(x - l) \tag{3.18}
= \sqrt{2} \sum_k h_k \phi(2x - k) \sqrt{2} \sum_m h_m \phi(2(x - l) - m).
\]

By integrating the both sides in (3.18) we obtain

\[
\delta_l = 2 \sum_k h_k \left[ \sum_m h_m \frac{1}{2} \int \phi(2x - k) \phi(2x - 2l - m) d(2x) \right]
= \sum_k \sum_m h_k h_m \delta_{k,2l+m}
= \sum_k h_k h_{k-2l}.
\]

The last line is obtained by taking \( k = 2l + m \).

An important special case is \( l = 0 \) for which (3.17) becomes
The sum of the squares of the filter coefficients is:

\[ \sum_k h_k^2 = 1. \] (3.19)

One consequence of the orthogonality condition (3.17) is the following: the convolution of filter \( h \) with itself, \( f = h \ast h \), is an à trous.\(^2\)

The fact that the system \{ \phi(x - k), k \in \mathbb{Z} \} constitutes an orthonormal basis for \( V_0 \) can be expressed in the Fourier domain in terms of either \( \Phi(\omega) \) or \( m_0(\omega) \).

(a) In terms of \( \Phi(\omega) \):

\[ \sum_{l=-\infty}^{\infty} |\Phi(\omega + 2\pi l)|^2 = 1. \] (3.20)

By the [PAR] property of the Fourier transformation and the \( 2\pi \)-periodicity of \( e^{i\omega k} \), one has

\[
\begin{align*}
\delta_k &= \int_{\mathbb{R}} \phi(x) \overline{\phi(x - k)} \, dx \\
&= \frac{1}{2\pi} \int_{\mathbb{R}} \Phi(\omega) \overline{\Phi(\omega)} e^{i\omega k} \, d\omega \\
&= \frac{1}{2\pi} \int_0^{2\pi} \sum_{l=-\infty}^{\infty} |\Phi(\omega + 2\pi l)|^2 e^{i\omega k} \, d\omega. \quad (3.21)
\end{align*}
\]

The last line in (3.21) is the Fourier coefficient \( a_k \) in the Fourier series decomposition of

\[ f(\omega) = \sum_{l=-\infty}^{\infty} |\Phi(\omega + 2\pi l)|^2. \]

Due to the uniqueness of Fourier representation, \( f(\omega) = 1. \)

**Remark 3.3.1** By identity (3.20), any set of independent functions spanning \( V_0 \), \{ \phi(x - k), k \in \mathbb{Z} \}, can be orthogonalized in the Fourier domain. The orthonormal basis is generated by integer-shifts of the function

\(^2\)The attribute à trous (Fr.) (à with holes) comes from the property \( f_{2n} = \delta_n \), i.e., each tap on even position in \( f \) is 0, except the tap \( f_1 \). Such filters are also called half-band filters, see [199].
This normalization in the Fourier domain is sometimes used in constructing wavelet bases; see Exercise 3.14.

**Remark 3.3.2** The system \( \{ \phi(\bullet - k), \; k \in \mathbb{Z} \} \) is a frame for \( V_0 \) iff

\[
A \leq \sum_{l=\infty}^{\infty} |\Phi(\omega + 2\pi l)|^2 \leq B,
\]

where \( A \) and \( B \) are frame bounds.

\( \text{(b) In terms of } m_0 : \)

\[
|m_0(\omega)|^2 + |m_0(\omega + \pi)|^2 = 1.
\]

Since \( \sum_{l=\infty}^{\infty} |\Phi(2\omega + 2\pi l)|^2 = 1 \), then by (3.13)

\[
\sum_{l=-\infty}^{\infty} |m_0(\omega + l\pi)|^2 |\Phi(\omega + l\pi)|^2 = 1.
\]

Now split the sum in (3.24) into two sums – one with odd and the other with even indices, i.e.,

\[
1 = \sum_{k=-\infty}^{\infty} |m_0(\omega + 2k\pi)|^2 |\Phi(\omega + 2k\pi)|^2 + \\
\sum_{k=-\infty}^{\infty} |m_0(\omega + (2k + 1)\pi)|^2 |\Phi(\omega + (2k + 1)\pi)|^2.
\]

To simplify the above expression, we use relation (3.20) and the \( 2\pi \)-periodicity of \( m_0(\omega) \).
\[ 1 = |m_0(\omega)|^2 \sum_{k=-\infty}^{\infty} |\Phi(\omega + 2k\pi)|^2 + |m_0(\omega + \pi)|^2 \sum_{k=-\infty}^{\infty} |\Phi((\omega + \pi) + 2k\pi)|^2 \]
\[ = |m_0(\omega)|^2 + |m_0(\omega + \pi)|^2. \]

Remark 3.3.3 Conditions \(|m_0(\omega)|^2 + |m_0(\omega + \pi)|^2 = 1 \) and \( \sum_{k=-\infty}^{\infty} |\Phi(2\omega + 2k\pi)|^2 = 1 \) are not equivalent. The first is a necessary and the second is a sufficient condition for orthogonality. For example (see [104]), \( \phi(x) = \frac{1}{\sqrt{2}} 1(0 \leq x \leq 3) \) has \( m_0(\omega) = \frac{1 + e^{-3i\omega}}{2} \); it satisfies \( m_0(0) = 1 \) and \( \sum_{k=-\infty}^{\infty} |\Phi(2\omega)|^2 + |\frac{1 - e^{-3i\omega}}{2}|^2 = 1 \).
However, since \( \Phi(\omega) = e^{-3i\omega/2} \sin 3\omega/2 \),
\[ \sum_{k=-\infty}^{\infty} |\Phi(2\omega + 2k\pi)|^2 = \frac{1}{3} + \frac{4}{9} \cos \omega + \frac{2}{9} \cos 2\omega \neq 1. \]

### 3.3.1 Derivation of a Wavelet Function

Whenever a sequence of subspaces satisfies MRA properties, there exists (though not unique) an orthonormal basis for \( L^2(\mathbb{R}) \),
\[ \{ \psi_{jk}(x) = 2^{j/2} \psi(2^j x - k), \ j, k \in \mathbb{Z} \} \] (3.25)
such that \( \{ \psi_{jk}(x), \ j \text{-fixed}, \ k \in \mathbb{Z} \} \) is an orthonormal basis of the “difference space” \( W_j = V_{j+1} \cap V_j \). The function \( \psi(x) = \psi_0(x) \) is called a wavelet function or informally the mother wavelet.

Next, we detail the derivation of a wavelet function from the scaling function.

Since \( \psi(x) \in V_1 \) (because of the containment \( W_0 \subset V_1 \)), it can be represented as
\[ \psi(x) = \sum_{k \in \mathbb{Z}} g_k \sqrt{2} \phi(2x - k), \] (3.26)
for some coefficients \( g_k, \ k \in \mathbb{Z} \).

Define
\[ m_1(\omega) = \frac{1}{\sqrt{2}} \sum_k g_k e^{-i\omega k}. \] (3.27)
By a derivation similar to that in (3.14), we obtain the Fourier counterpart of (3.26),

\[ \Psi(\omega) = m_1(\frac{\omega}{2})\Phi(\frac{\omega}{2}). \]  

(3.28)

The spaces \( W_0 \) and \( V_0 \) are orthogonal by construction. Therefore,

\[ 0 = \int \psi(x)\phi(x-k)dx = \frac{1}{2\pi} \int \Phi'(\omega)e^{i\omega k}d\omega \]

\[ = \frac{1}{2\pi} \int_0^{2\pi} \sum_{l=-\infty}^{\infty} \Psi(\omega + 2l\pi)\Phi(\omega + 2l\pi)e^{i\omega k}d\omega. \]

By repeating the Fourier series argument, as in (3.20), we conclude

\[ \sum_{l=-\infty}^{\infty} \Psi(\omega + 2l\pi)\Phi(\omega + 2l\pi) = 0. \]

By taking into account the definitions of \( m_0 \) and \( m_1 \), and by mimicking the derivation of (3.23), we find

\[ m_1(\omega)m_0(\omega) + m_1(\omega + \pi)m_0(\omega + \pi) = 0. \]  

(3.29)

From (3.29), we conclude that there exists a function \( \lambda(\omega) \) such that

\[ (m_1(\omega), m_1(\omega + \pi)) = \lambda(\omega) \left( m_0(\omega + \pi), -m_0(\omega) \right). \]  

(3.30)

By substituting \( \xi = \omega + \pi \) and by using the \( 2\pi \)-periodicity of \( m_0 \) and \( m_1 \), we conclude that

\[ \lambda(\omega) = -\lambda(\omega + \pi), \quad \text{and} \]  

(3.31)

Any function \( \lambda(\omega) \) of the form \( e^{\pm i\omega}S(2\omega) \), where \( S \) is an \( L_2([0, 2\pi]) \), \( 2\pi \)-periodic function, will satisfy (3.29); however, only the functions for which \( |\lambda(\omega)| = 1 \) will define an orthogonal basis \( \psi_{jk} \) of \( L_2(\mathbb{R}) \). For technical details the reader is directed to Hernández and Weiss [193].

To summarize, we choose \( \lambda(\omega) \) such that

(i) \( \lambda(\omega) \) is \( 2\pi \)-periodic,
(ii) \( \lambda(\omega) = -\lambda(\omega + \pi) \), and

(iii) \( |\lambda(\omega)|^2 = 1 \).

Standard choices for \( \lambda(\omega) \) are \( -e^{-i\omega} \), \( e^{-i\omega} \), and \( e^{i\omega} \); however, any other function satisfying (i)-(iii) will generate a valid \( m_1 \). We choose to define \( m_1(\omega) \) as

\[
m_1(\omega) = -e^{-i\omega}m_0(\omega + \pi). \tag{3.32}
\]

since it leads to a convenient and standard connection between the filters \( \hat{h} \) and \( \hat{g} \).

The form of \( m_1 \) and the equation (3.20) imply that \( \{\psi(\bullet - k), \ k \in \mathbb{Z}\} \) is an orthonormal basis for \( \mathcal{W}_0 \).

Since \( |m_1(\omega)| = |m_0(\omega + \pi)| \), the orthogonality condition (3.23) can be rewritten as

\[
|m_0(\omega)|^2 + |m_1(\omega)|^2 = 1. \tag{3.33}
\]

By comparing the definition of \( m_1 \) in (3.27) with

\[
m_1(\omega) = -e^{-i\omega} \frac{1}{\sqrt{2}} \sum_k h_k e^{i(\omega + \pi)k} \\
= \frac{1}{\sqrt{2}} \sum_k (-1)^{1-k} h_k e^{-i\omega(1-k)} \\
= \frac{1}{\sqrt{2}} \sum_n (-1)^n h_{1-n} e^{-i\omega n},
\]

we relate \( g_n \) and \( h_n \) as

\[
g_n = (-1)^n h_{1-n}. \tag{3.34}
\]

In signal processing literature, the relation (3.34) is known as the quadrature mirror relation and the filters \( \hat{h} \) and \( \hat{g} \) as quadrature mirror filters.

**Remark 3.3.4** Choosing \( \lambda(\omega) = e^{i\omega} \) leads to the rarely used high-pass filter \( g_n = (-1)^{n+1} h_{-1-n} \). It is sometimes convenient to define \( g_n \) as \( (-1)^n h_{1-n+M} \), where \( M \) is a “shift constant.” Such re-indexing of \( \hat{g} \) affects only the shift-location of the wavelet function.
3.4 SOME IMPORTANT WAVELET BASES

In this section we discuss in detail five important families of wavelets: Haar’s, Shannon’s, Meyer’s, Franklin’s, and Daubechies’.

3.4.1 Haar’s Wavelets

Haar wavelets have limited practical value, however, their educational value is tremendous. Here we illustrate some of the results derived in the Section 3.3 using the Haar wavelet. We start with $\phi(x) = 1(0 \leq x \leq 1)$ and pretend that $\psi$ is unknown.

The scaling equation (3.10) is very simple for the Haar case. By inspection, we conclude that the scaling equation is

$$\phi(x) = \phi(2x) + \phi(2x - 1)$$

$$= \frac{1}{\sqrt{2}} \sqrt{2} \phi(2x) + \frac{1}{\sqrt{2}} \sqrt{2} \phi(2x - 1),$$

which gives the wavelet filter coefficients:

$$h_0 = h_1 = \frac{1}{\sqrt{2}}.$$

For the Haar wavelet, the transfer function becomes

$$m_0(\omega) = \frac{1}{\sqrt{2}} \left( \frac{1}{\sqrt{2}} e^{-i\omega} \right) + \frac{1}{\sqrt{2}} \left( \frac{1}{\sqrt{2}} e^{-i\omega} \right) = 1 + e^{-i\omega}.$$

Now,

$$m_1(\omega) = -e^{-i\omega} m_0(\omega + \pi) = -e^{-i\omega} \left( \frac{1}{2} - \frac{1}{2} e^{i\omega} \right) = \frac{1 - e^{-i\omega}}{2}.$$

Notice that $m_0(\omega) = |m_0(\omega)| e^{i\varphi(\omega)} = \cos \frac{\omega}{2} e^{-i\omega/2}$ (after $\cos x = \frac{e^{ix} + e^{-ix}}{2}$). Since $\varphi(\omega) = -\frac{\omega}{2}$, Haar’s wavelet has linear phase, i.e., the scaling function is symmetric in the time domain. Also, the orthogonality condition $|m_0(\omega)|^2 + |m_0(\omega)|^2 = 1$ is easily verified, see Fig. 3.6.

Relation (3.28) becomes

$$\Psi(\omega) = \frac{1 - e^{-i\omega/2}}{2} \Phi \left( \frac{\omega}{2} \right) = \frac{1}{2} \Phi \left( \frac{\omega}{2} \right) - \frac{1}{2} \Phi \left( \frac{\omega}{2} \right) e^{-i\omega/2},$$
Fig. 3.6 Functions $|m_0(\omega)|^2 = \cos^2 \frac{\omega}{2}$ and $|m_1(\omega)|^2 = \sin^2 \frac{\omega}{2}$ for the Haar case. The orthogonality condition (3.33) becomes the fundamental trigonometric identity, $\sin^2 \frac{\omega}{2} + \cos^2 \frac{\omega}{2} = 1$. 
Fig. 3.7  (a) Multiresolution analysis of the doppler function. The original function in $V_{10}$ is a direct sum of projections on $V_4$, $W_4$, $W_5$, $W_6$, $W_7$, $W_8$, $W_9$, $W_{10}$ subspaces. (b) Coarsening the doppler function by projecting it to $V_n$ subspaces.
and by applying the inverse Fourier transformation we obtain

$$\psi(x) = \phi(2x) - \phi(2x - 1)$$

in the time-domain. Therefore we “found” the Haar wavelet function $\psi$. From the expression for $m_1$ we “conclude” that $g_0 = -g_{-1} = \frac{1}{\sqrt{2}}$.

The Haar basis is not an appropriate basis for all applications for several reasons. The building blocks in Haar’s decomposition are discontinuous functions that obviously are not effective in approximating smooth functions. Although the Haar wavelets are well localized in the time domain, in the frequency domain they decay at the slow rate of $O\left(\frac{1}{n}\right)$. Fig. 3.7 suggests that many levels of detail are needed to describe the signal.

### 3.4.2 Shannon’s Wavelets

The other extreme is the Shannon wavelet, sometimes called the Littlewood-Paley wavelet. It is a time–scale mirror image of the Haar wavelet. The scaling function in Shannon’s basis is defined in the Fourier domain as

$$\Phi(\omega) = 1(-\pi \leq \omega < \pi).$$

It is straightforward to derive its time-domain representation,

$$\phi(x) = \frac{1}{2\pi} \int_{-\pi}^{\pi} e^{i\omega x} d\omega = \frac{\sin(\pi x)}{\pi x}.$$  \hspace{1cm} (3.36)

The family \{ $\phi(\bullet - k), \ k \in \mathbb{Z}$ \} is an orthonormal system. Indeed, $\sum_{d=-\infty}^{\infty} |\Phi(\omega + 2\pi l)|^2 = 1$ [see (3.20)] is trivially satisfied. Equivalently, in the time-domain,

$$\int \phi(x)\phi(x-k)dx \ [\text{PAR}] = \frac{1}{2\pi} \int \Phi(\omega)\overline{\Phi(\omega)}d\omega = \frac{1}{2\pi} \int_{-\pi}^{\pi} e^{i\omega k} d\omega = \frac{\sin(\pi k)}{\pi k} = \delta_k.$$  

By inspecting (3.13), we find that for the Shannon wavelet $m_0(\frac{\omega}{\pi}) = 1$ for $\omega \in [-\pi, \pi]$ and $m_0(\frac{\omega}{\pi}) = 0$ for $\omega \in [-2\pi, -\pi) \cup (\pi, 2\pi]$. By taking into account $2\pi$-periodicity, we obtain
From (3.32) and (3.28),

\[
\Psi(\omega) = -e^{-i\omega/2} 1(\pi \leq |\omega| \leq 2\pi) = -e^{-i\omega/2} \cdot \left[ \Phi\left( \frac{\omega}{2} \right) - \Phi(\omega) \right].
\]

The corresponding time-domain function \(\psi(x)\) is

\[
\psi(x) = \phi \left( x - \frac{1}{2} \right) - 2\phi(2x - 1) = \text{sinc} \pi \left( x - \frac{1}{2} \right) - 2 \text{sinc} 2\pi \left( x - \frac{1}{2} \right).
\]

Graphs of \(\phi\) and \(\psi\) are given in Fig. 3.8. The squares on the \(x\)-axis in Fig. 3.8(a) emphasize the interpolating property \(\phi(n) = \delta_n\), which will be discussed in Section 3.5.6.

The support of \(\Phi\) is \([-2\pi, -\pi] \cup [\pi, 2\pi]\). Since the supports of \(\Phi\) and \(\Psi\) are exclusive, the functions \(\phi\) and \(\psi\) are orthogonal (see Exercise 3.13).

As we noted before, the components of the vector \(h_l\) are the coefficients in the Fourier series expansion of \(H(\omega) = \sqrt{2} m_0(\omega)\). Thus,
Although Shannon’s filter is ideal in the frequency domain since it cuts the frequency band in half, it has poor time localization properties. It corresponds to an IIR filter with slowly decaying coefficients that make it non-localized in time.

### 3.4.3 Meyer’s Wavelets

As we argued before, the Shannon wavelet exhibits ideal frequency behavior but its bad time localization hinders its practical use. Meyer [291] suggested modifying Shannon’s \( \Phi(\omega) \) function by smoothing sharp edges at \( \omega = \pm \pi \) while preserving the orthogonality condition (3.20). He proposed a scaling function with the following equation in the Fourier domain

\[
\Phi(\omega) = \begin{cases} 
1, & |\omega| \leq \frac{2\pi}{3} \\
\frac{1}{c\cos\left(\frac{2\pi}{3}|\omega|\right) - 1], & \frac{4\pi}{3} \leq |\omega| \leq \frac{2\pi}{3} \\
0, & \text{otherwise}
\end{cases}
\] (3.37)

where a smooth “taper” function \( \nu \) satisfies:

\[
\begin{align*}
\nu(x) + \nu(1 - x) &= 1 \\
\nu(x) &= 0, \ x \leq 0 \\
\nu(x) &= 1, \ x \geq 1.
\end{align*}
\]

Many different \( \nu \)-functions are possible (see Walter [439] for the most general definition) but we will confine ourselves to the class of polynomials originally proposed in [291]. Meyer’s \( \nu \)-polynomials can be introduced in a probabilistic way.

Let \( \nu_\theta(x) \) be the cumulative distribution function of a symmetric (about \( \frac{1}{2} \)) Beta random variable \( X, X \sim Beta(\theta, \theta) \). Then for \( 0 \leq x \leq 1 \),

\[
\nu_\theta(x) = \frac{1}{B(\theta, \theta)} \int_0^x t^{\theta-1}(1 - t)^{\theta-1}dt
\] (3.38)

where \( F(\alpha, \beta, \gamma; z) = \sum_k \frac{\Gamma(\alpha)\Gamma(\beta)\Gamma(\gamma)}{\Gamma(k+\alpha+\beta)\Gamma(\gamma)} z^k \), \( |z| < 1 \) is the hypergeometric function,
**Fig. 3.9** Meyer’s $\Phi(\omega)$ [panel (a)] and $\Psi(\omega)$ [panel (b)] for $\nu(x) = x^4(35 - 84x + 70x^2 - 20x^3)$.

**Table 3.2** The $\nu$-polynomials for $\theta = 1, \ldots, 5$. The corresponding $\Phi(\omega)$ have 0, 1, \ldots, 4 continuous derivatives.

<table>
<thead>
<tr>
<th>$\theta$</th>
<th>$\nu_0(x)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$x$</td>
</tr>
<tr>
<td>2</td>
<td>$x^2(2 - 3x)$</td>
</tr>
<tr>
<td>3</td>
<td>$x^3(10 - 15x + 6x^2)$</td>
</tr>
<tr>
<td>4</td>
<td>$x^4(35 - 84x + 70x^2 - 20x^3)$</td>
</tr>
<tr>
<td>5</td>
<td>$x^5(126 - 420x + 540x^2 - 315x^3 + 70x^4)$</td>
</tr>
</tbody>
</table>

$B(\theta, \theta)$ is Euler’s beta function, and $(\alpha)_k$ is the product $\alpha(\alpha + 1) \ldots (\alpha + k - 1)$. For $\theta = 4$ the expression (3.38) becomes $\nu(x) = x^4(35 - 84x + 70x^2 - 20x^3)$. Corresponding $\Phi(\omega)$ and $\Psi(\omega)$ are shown in Fig. 3.9(a) and (b), respectively. Table 3.2 gives the $\nu$-polynomials for some integer values of $\theta$.

Now let us see how Meyer’s construction works. First, note that $m_0(\omega) = \Phi(\omega)$, $-\pi \leq \omega \leq \pi$. This follows from the fact that $\Phi(\frac{\pi}{2}) = 1$ in the domain of $\Phi(\omega)$ by construction [see Fig. 3.10(a)]. Since $m_0(\omega)$ is a $2\pi$-periodic function it follows that

$$m_0(\omega) = \sum_k \Phi[2(\omega + 2k\pi)].$$

Next, we demonstrate that, as expected, $\Phi(\omega) = m_0(\omega/2)\Phi(\omega/2)$. Indeed,
\[ m_0(\omega/2)\Phi(\omega/2) = \sum_k \Phi(\omega + 4k\pi)\Phi(\omega/2) \]
\[ = \Phi(\omega)\Phi(\omega/2) \quad \text{[since } \Phi(\omega + 4k\pi) \text{ and } \Phi(\omega/2) \text{ overlap only for } k = 0 \]
\[ = \Phi(\omega) \quad \text{[since } \Phi(\omega/2) = 1 \text{ in the support of } \Phi(\omega) \].

The class of \( \nu \)-polynomials provides miraculous cancellations in proving the orthogonality condition \( \sum_{\omega} |\Phi(\omega + 2k\pi)|^2 = 1 \). Functions \( \Phi(\omega) \) and \( \Phi(\omega - 2k\pi) \) overlap in the region \( \left[ \frac{2\pi}{3}, \frac{4\pi}{3} \right] \) only. To prove the orthogonality condition we need to show that \( |\Phi(\omega)|^2 + |\Phi(\omega - 2k\pi)|^2 = 1 \text{ for } \omega \in \left[ \frac{2\pi}{3}, \frac{4\pi}{3} \right] \).

From (3.37),
\[
|\Phi(\omega)|^2 + |\Phi(\omega - 2k\pi)|^2 \\
= \cos^2 \left[ \frac{\pi}{2} \nu \left( \frac{3}{2\pi} \omega - 1 \right) \right] + \cos^2 \left[ \frac{\pi}{2} \nu \left( \frac{3}{2\pi} \omega - 2 - 1 \right) \right] \\
= \cos^2 \left[ \frac{\pi}{2} \nu \left( \frac{3}{2\pi} \omega - 1 \right) \right] + \cos^2 \left[ \frac{\pi}{2} - \frac{\pi}{2} \nu \left( \frac{3}{2\pi} \omega - 1 \right) \right] \\
[\text{since } \omega - 2k\pi < 0] \\
= \cos^2 \left[ \frac{\pi}{2} \nu \left( \frac{3}{2\pi} \omega - 1 \right) \right] + \cos^2 \left[ \frac{\pi}{2} \nu \left( \frac{3}{2\pi} (\omega - 2) - 1 \right) \right] \\
[\text{by } \nu(x) + \nu(1 - x) = 1] \\
= \cos^2 \left[ \frac{\pi}{2} \nu \left( \frac{3}{2\pi} \omega - 1 \right) \right] + \sin^2 \left[ \frac{\pi}{2} \nu \left( \frac{3}{2\pi} (\omega - 2) - 1 \right) \right] = 1.
\]

Next, we find an expression for the wavelet function in the Fourier domain.

\[
\Psi(\omega) = -e^{-i\omega/2} m_0(\omega/2 + \pi)\Phi(\omega/2) \\
= -e^{-i\omega/2} \sum_l \Phi(\omega + 2\pi(2l + 1))\Phi(\omega/2) \\
= -e^{-i\omega/2} \Phi(\omega - 2\pi) + \Phi(\omega + 2\pi)\Phi(\omega/2)
\]
since for \( l \) different than 0 and -1 functions \( \Phi(\omega + 2\pi(2l + 1)) \) and \( \Phi(\omega/2) \) do not overlap [see Fig. 3.10(b)].

From (3.37),
\[
\Psi(\omega) = \begin{cases} 
-e^{-i\omega/2} \sin \left[ \frac{\omega}{2} - \nu \left( \frac{3}{2\pi} |\omega| - 1 \right) \right], & \frac{2\pi}{3} \leq |\omega| \leq \frac{4\pi}{3} \\
-e^{-i\omega/2} \cos \left[ \frac{\omega}{2} - \nu \left( \frac{3}{2\pi} |\omega| - 1 \right) \right], & \frac{4\pi}{3} \leq |\omega| \leq \frac{8\pi}{3} \\
0, & \text{otherwise}
\end{cases} \quad (3.39)
\]
Fig. 3.10  Meyer wavelet in the Fourier domain. (a) Superimposed graphs of $\Phi(\omega)$ and $\Phi\left(\frac{\omega}{2}\right)$. Notice that $\Phi\left(\frac{\omega}{2}\right) = 1$ for $|\omega| \leq \frac{2\pi}{3}$. (b) Functions $\Phi(\omega + 2\pi)$ and $\Phi(\omega - 2\pi)$ overlap with $\Phi\left(\frac{\omega}{2}\right)$. 
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Since \( \Phi(\omega) \) is an even function,

\[
\phi(x) = \frac{1}{2} \Phi(\omega) e^{i\omega x} d\omega = \frac{1}{\pi} \int_{0}^{4\pi/3} \Phi(\omega) \cos \omega x d\omega,
\]

and

\[
\psi(x) = -\frac{1}{\pi} \int_{2\pi/3}^{4\pi/3} \Phi(\omega/2) \Phi(\omega - 2\pi) \cos \omega(x - 1/2) d\omega.
\]

Graphs of the functions \( \phi(x) \) and \( \psi(x) \) are shown in Fig. 3.11(a) and (b), respectively.

Filter coefficients for a Meyer wavelet are the coefficients in the Fourier expansion of \( \sqrt{2} m_0(\omega) \) [see (3.12)],

\[
h_n = \frac{\sqrt{2}}{\pi} \left( \int_{0}^{\pi/2} \cos n\omega d\omega + \int_{\pi/3}^{2\pi/3} \cos \left[ \frac{\pi}{2} \nu \left( \frac{3}{\pi} \omega - 1 \right) \right] d\omega \right).
\]

Coefficients \( h_n \) are determined by numerical integration, except for the case \( \nu(x) = x \) when a closed form of the above integral is available. In this case, \( h_n = \sqrt{2\pi} \left( \frac{\sin n\pi/3}{n} + \frac{4n\sin n\pi/3}{9 - 4n^2} + \frac{6\cos 2n\pi/3}{9 - 4n^2} \right) \).

**Remark 3.4.1** Walter [439] introduced Meyer-type wavelets. The scaling and
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Wavelet functions are defined in the Fourier domain as

\[
\Phi(\omega) = \left( \int_{\omega - \pi}^{\omega + \pi} dP \right)^{1/2} \quad \text{and} \quad \Psi(\omega) = e^{-i\omega/2} \left( \int_{|\omega| - 1/2 - \pi}^{|\omega| - 1/2 + \pi} dP \right)^{1/2},
\]

where \( P \) is any probability measure supported on \([-\pi/3, \pi/3]\). The orthogonality of scaling functions verifies readily,

\[
\sum_k |\Phi(\omega + 2k\pi)|^2 = \sum_k \left( \int_{\omega + 2k\pi - \pi}^{\omega + 2k\pi + \pi} dP \right) = \sum_k \int_{\omega - (2k-1)\pi}^{\omega + (2k+1)\pi} dP = \int_{\mathbb{R}} dP = 1.
\]

Meyer-type (bandlimited) wavelets are used in deconvolution problems in statistics since only bandlimited wavelets allow wavelet estimators in the case of “super-smooth” error distributions. See also Walter and Zayed [446].

3.4.4 Franklin’s Wavelets

The method of constructing wavelet bases described in this section is very intuitive and have been used to generate some popular wavelet bases.

Let \( V_0 \) be the space of all \( L_2(\mathbb{R}) \) functions linear on intervals \([k, k + 1], k \in \mathbb{Z}\). The shifts of the Schauder basis on \([0, 1]\) (discussed on page 3)

\[
\Delta_0(x) = 1, \\
\Delta_1(x) = x, \\
\Delta_2(x) = 2x \mathbf{1}(0 \leq x \leq 1/2) + 2(1 - 2x) \mathbf{1}(1/2 \leq x \leq 1), \\
\ldots
\]

span self-similar spaces \( V_j \).

Though the space \( V_0 \) can be spanned by translations of \( \Delta_1(x) = x \), we chose the related function, \( \Delta(x) = \Delta_1(x) - \Delta_1(x-1) \). The function \( \Delta(x) \) is a “tent” function [Fig. 3.12(a)] given as

\[
\Delta(x) = (1 - |x - 1|) \mathbf{1}(0 \leq x < 2) = \begin{cases} 
  x & 0 \leq x \leq 1 \\
  2 - x & 1 \leq x < 2 \\
  0 & \text{otherwise}
\end{cases}.
\] (3.40)
The family of functions

\[ \{ \Delta(x - k), \ k \in \mathbb{Z} \} \tag{3.41} \]

spans the space \( V_0 \). However, the functions in (3.41) are not orthogonal scaling functions. According to (3.22) in Remark 3.3.1, it is possible to orthogonalize the family (3.41). This orthogonalization was proposed by Battle and Lemarié [255, 23] and the resulting wavelet bases are known in the literature as Battle-Lemarié wavelets. The Franklin wavelet is a special case of Battle-Lemarié wavelets for which the starting family is (3.41). For a historical development, see Franklin [157].

The function (3.40) has the following form in the Fourier domain:

\[ \hat{\Delta}(\omega) = e^{-i\omega} \left( \frac{\sin \frac{\omega}{2}}{\frac{\omega}{2}} \right)^2. \tag{3.42} \]

The argument can be probabilistic. The density of the sum of two i.i.d. uniform on \([0,1]\) random variables is a tent function. Since \( e^{-i\omega/2 \sin(\omega/2)} \) is the Fourier transformation of the uniform density, the \([\text{CON}]\) property implies (3.42).

To orthogonalize the system \( \{ \Delta(x - k), \ k \in \mathbb{Z} \} \), we have to find the sum

\[ S(\omega) = \sum_l |\hat{\Delta}(\omega + 2\pi)|^2 = \sum_l \left( \frac{\sin(\frac{\omega}{2} + l\pi)}{\frac{\omega}{2} + l\pi} \right)^4 \]

and divide \( \hat{\Delta}(\omega) \) by \( \sqrt{S(\omega)} \).

The following lemma gives the desired sum.

**Lemma 3.4.1**

\[ S(\omega) = 1 - \frac{2}{3} \sin^2 \frac{\omega}{2}. \]

**Proof:** Notice first that \( \sum_l \left( \frac{\sin(\frac{\omega}{2} + l\pi)}{\frac{\omega}{2} + l\pi} \right)^2 = 1 \). This identity is a consequence of the orthogonality condition applied on the Haar scaling function:

\[ \sum_l |\Phi(\omega + 2\pi)|^2 = 1 \quad \text{for} \quad \Phi(\omega) = e^{-i\omega/2 \sin(\omega/2) \frac{\omega}{2}}. \]

Since
\[
1 = \sum_l \sin^2 \left( \frac{\omega}{2} + l\pi \right) \left( \frac{\omega + 2l\pi}{2} \right)^2 \\
= \sin^2 \frac{\omega}{2} \sum_l \frac{4}{(\omega + 2l\pi)^2} \quad \text{[since } \sin\left( \frac{\omega}{2} + l\pi \right) = (-1)^l \sin\left( \frac{\omega}{2} \right) \text{]}
\]

it follows

\[
\sum_l \frac{1}{(\omega + 2l\pi)^2} = \frac{1}{4 \sin^2 \frac{\omega}{2}}.
\]

By taking the derivative of both sides twice, we obtain

\[
\sum_l \frac{1}{(\omega + 2l\pi)^3} = \frac{\cos \frac{\omega}{2}}{8 \sin^3 \frac{\omega}{2}}
\]

and

\[
\sum_l \frac{1}{(\omega + 2l\pi)^4} = \frac{1 - \frac{2}{3} \cdot \sin^2 \frac{\omega}{2}}{16 \sin^4 \frac{\omega}{2}}.
\]

Finally,

\[
S(\omega) = 16 \sum_l \sin^4 \left( \frac{\omega}{2} + l\pi \right) \left( \frac{\omega + 2l\pi}{2} \right)^4 \\
= 16 \cdot \sin^4 \left( \frac{\omega}{2} \right) \sum_l \frac{1}{(\omega + 2l\pi)^4} \\
= 1 - \frac{2}{3} \sin^2 \frac{\omega}{2}
\]

The orthogonalized system is

\[
\Phi(\omega) = \left( \frac{\sin \frac{\omega}{2}}{\frac{\omega}{2}} \right)^2 \cdot [S(\omega)]^{-1/2} \\
= \left( \frac{\sin \frac{\omega}{2}}{\frac{\omega}{2}} \right)^2 \cdot \left( 1 - \frac{2}{3} \sin^2 \frac{\omega}{2} \right)^{-1/2}.
\]

Since \( 1 - \frac{2}{3} \sin^2 \frac{\omega}{2} = \frac{2 + \cos \omega}{3} \), it follows that
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\[ m_0(\omega) = \frac{\Phi(2\omega)}{\Phi(\omega)} = \cos^2 \frac{\omega}{2} \sqrt{\frac{2 + \cos \omega}{2 + \cos 2\omega}} \]

The functions \( m_1(\omega) \) and \( \Psi(\omega) \) are obtained as
\[
m_1(\omega) = -e^{-i\omega}m_0(\omega + \pi) \quad \text{and} \quad \Psi(2\omega) = -e^{-i\omega}m_0(\omega + \pi) \Phi(\omega).
\]

The graphs of the “tent” function (3.40), \( \Phi(\omega) \), \( \Psi(\omega) \), \( m_0(\omega) \), \( \phi(x) \) and \( \psi(x) \) are given in Fig. 3.12. Notice that both scaling and wavelet functions have a simple, piecewise linear form. However, in the process of orthogonalization we cannot control the support of wavelet functions. Franklin wavelets are of unbounded support and correspond to IIR filters. However, the decay of scaling and wavelet functions is exponential.

The wavelet function \( \psi(x) \) is symmetric about the point \( x = \frac{1}{2} \), \( \psi(x) = \psi(1-x) \). Indeed,

\[
\psi(1-x) = \frac{1}{2\pi} \int \Phi(\omega)e^{i\omega(1-x)} d\omega = \frac{1}{2\pi} \int -e^{-i\omega}F(\omega)e^{i\omega}e^{-i\omega x} d\omega = \frac{1}{2\pi} \int F(-\omega)e^{i(-\omega)x} d(-\omega) = \psi(x).
\]

It is possible to orthogonalize the family of shifts of B-spline wavelets of an arbitrary order \( n \). The formula for general case is

\[
\sum_l \frac{1}{(\omega + 2\pi)^n} = \frac{(-1)^{n-2}}{(n-1)!} \frac{d^{n-2}}{d\omega^{n-2}} \sum_l \frac{1}{(\omega + 2\pi)^2}.
\]

### 3.4.5 Daubechies’ Compactly Supported Wavelets

Daubechies was first to construct compactly supported orthogonal wavelets with a preassigned degree of smoothness. Some scaling and wavelet functions from Daubechies’ family are given in Fig. 3.13. Here we present the idea of Daubechies, omitting some technical details. Detailed treatment of this topic can be found in Daubechies’ monograph [104], Chapters 6 and 7.

Suppose that \( \psi \) has \( N (\geq 2) \) vanishing moments, i.e., \( \int x^n \psi(x) dx = 0 \), \( n = 0,1,\ldots,N-1 \). Then by Theorem 3.5.1, \( m_0(\omega) \) has the form:

\[
m_0(\omega) = \left( \frac{1 + e^{-i\omega}}{2} \right)^N \mathcal{L}(\omega), \quad (3.43)
\]
Fig. 3.12  Franklin wavelet related functions: (a) translations of the “tent” function, (b) $\Phi(\omega)$, (c) $\Psi(\omega)$, (d) $\rho(\omega)$, (e) $\phi(x)$, and (f) $\psi(x)$.
Fig. 3.13 Graphs of scaling and wavelets functions from Daubechies’ family, $N = 2, 3, 4, 8,$ and $10$. 
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where $\mathcal{L}(\omega)$ is a trigonometric polynomial. When

$$M_0(\omega) = |m_0(\omega)|^2 = \left(\cos^2\frac{\omega}{2}\right)^N \cdot |\mathcal{L}(\omega)|^2,$$

the orthogonality condition (3.23) becomes

$$M_0(\omega) + M_0(\omega + \pi) = 1. \quad (3.44)$$

$|\mathcal{L}(\omega)|^2$ is a polynomial in $\cos\omega$. It can be re-expressed as a polynomial in $\sin^2\frac{\omega}{2}$ since $\cos\omega = 1 - 2\sin^2\frac{\omega}{2}$. Denote this polynomial by $P(\sin^2\frac{\omega}{2})$. In terms of $P$ the orthogonality condition (3.44) becomes

$$(1 - y)^N P(y) + y^N P(1 - y) = 1, \quad (y = \sin^2\frac{\omega}{2}). \quad (3.45)$$

By Bezout’s result (outlined below), there exists a unique solution of the functional equation (3.45). It can be found by the Euclidean algorithm since the polynomials $(1 - y)^N$ and $y^N$ are relatively prime.

**Lemma 3.4.2 (Bezout)** If $p_1$ and $p_2$ are two polynomials of degree $n_1$ and $n_2$, respectively, with no common zeroes, then there exist unique polynomials $q_1$ and $q_2$ of degree $n_2 - 1$ and $n_1 - 1$, respectively, so that

$$p_1(x)q_1(x) + p_2(x)q_2(x) = 1.$$ 

For the proof of the lemma, we direct the reader to Daubechies ([104], 169-170). The unique solution of (3.45) with degree $\deg(P(y)) \leq N - 1$ is

$$\sum_{k=0}^{N-1} \binom{N + k - 1}{k} y^k, \quad y = \sin^2\frac{\omega}{2}, \quad (3.46)$$

and since it is positive for $y \in [0,1]$, it does not contradict the positivity of $|\mathcal{L}(\omega)|^2$.

**Remark:** If the degree of a solution is not required to be minimal then any other polynomial $Q(y) = P(y) + y^N R(\frac{1}{2} - y)$ where $R$ is an odd polynomial preserving the positivity of $Q$, will lead to a different solution for $m_0(\omega)$. By choosing $R \neq 0$, one can generalize the standard Daubechies family. As we will see in Section 5.1, an example is the construction of *coiflets*.

The function $|m_0(\omega)|^2$ is now completely determined. To finish the construction we have to find its square root. A result of Riesz, known as the *spectral factorization lemma*, makes this possible.
Lemma 3.4.3 (Riesz) Let $A$ be a positive trigonometric polynomial with the property $A(-x) = A(x)$. Then, $A$ is necessarily of the form

$$A(x) = \sum_{m=1}^{M} u_m \cos mx.$$ 

In addition, there exists a polynomial $B$ of the same order $B(x) = \sum_{m=1}^{M} v_m e^{imx}$ such that $|B(x)|^2 = A(x)$. If the coefficients $u_m$ are real, then $B$ can be chosen so that the coefficients $v_m$ are also real.

We first represent $|\mathcal{L}(-\omega/2)|^2$ as the polynomial

$$\frac{a_0}{2} + \sum_{k=1}^{N-1} a_k \cos k\omega,$$

by replacing $\sin^2 k\omega$ in (3.46) by $\frac{1 - \cos k\omega}{2}$. An auxiliary polynomial $P_A$, such that $|\mathcal{L}(e^{-i\omega})|^2 = |P_A(e^{-i\omega})|$, is formed.

If $z = e^{-i\omega}$, then $\cos \omega = \frac{z + z^{-1}}{2}$ and one such auxiliary polynomial is

$$P_A(z) = \frac{1}{2} \sum_{k=1}^{N-1} a_{|\zeta|^k} z^{N-1+k}.$$  \hfill (3.47)

Since $P_A(z) = z^{2N-2}P_A(z^{-1})$, the zeroes of $P_A(z)$ appear in reciprocal pairs if real, and quadruples $(z_j, \bar{z}_j, z_j^{-1}, \bar{z}_j^{-1})$ if complex. Fig. 3.14 gives locations of zeroes of $P_A(z)$ for $N = 4$ [panel (a)] and $N = 20$ [panel (b)]. Without loss of generality we assume that $z_j, \bar{z}_j$ and $r_j$ lie outside the unit circle in the complex plane. Of course, then $z_j^{-1}, \bar{z}_j^{-1}$ and $r_j^{-1}$ lie inside the unit circle. The factorized polynomial $P_A$ can be written as

$$P_A(z) = \frac{1}{2} a_{N-1} \left[ \prod_{i=1}^{J} (z - r_i)(z - \bar{r}_i) \right] \left[ \prod_{j=1}^{I} (z - z_j)(z - \bar{z}_j)(z - z_j^{-1})(z - \bar{z}_j^{-1}) \right].$$  \hfill (3.48)

Here $r_1, r_2, \ldots, r_J$ are real and non zero, and $z_1, \ldots, z_I$ are complex; $I + 2J = N - 1$.

Our goal is to take a square root from $|P_A(z)|$ and the following simple substitution puts $|P_A(z)|$ in a convenient form.

Since $z = e^{-i\omega}$, we replace $|(z - z_j)(z - \bar{z}_j^{-1})|$ by $|z_j|^{-1}|z - z_j|^2$ (see Exercise 3.25), and the polynomial $|P_A|$ becomes
Fig. 3.14 Locations of zeroes for the polynomial $P_N(z)$ for (a) $N = 4$ and (b) $N = 20$. Notice a curious distribution of zeroes in panel (b). The outer zeroes concentrate along the arc of $|z - 1| = \sqrt{2}$, while the inner zeroes concentrate along the arc of $|z + 1| = \sqrt{2}$. For more details about the interesting properties of zeroes of Daubechies polynomials, see Strang and Nguyen [387] and Shen and Strang [374].
\[ \frac{1}{2} |a_{N-1}| \prod_{i=1}^I |r_i^{-1}| \prod_{j=1}^J |z_j|^{-2} \cdot | \prod_{i=1}^I (z - r_i) \prod_{j=1}^J (z - z_j)(z - \bar{z}_j)|^2. \]

Now, \( \mathcal{L}(\omega) \) is

\[ \pm \left( \frac{1}{2} |a_{N-1}| \prod_{i=1}^I |r_i^{-1}| \prod_{j=1}^J |z_j|^{-2} \right)^{\frac{1}{2}} \cdot | \prod_{i=1}^I (z - r_i) \prod_{j=1}^J (z - z_j)(z - \bar{z}_j)|, \quad z = e^{-i\omega}, \quad (3.49) \]

where the sign is chosen so that \( m_0(0) = \mathcal{L}(0) = 1 \). Note that \( \deg[P_A(z)] = \deg[\mathcal{L}(z)]^{\frac{1}{2}} = N - 1 \).

Finally, the coefficients \( h_0, h_1, \ldots, h_{2N-1} \) in the polynomial \( \sqrt{2} m_0(\omega) \) are the desired wavelet filter coefficients.

**Example 3.4.1** We will find \( m_0 \) for \( N = 2 \).

\[ |\mathcal{L}(\omega)|^2 = \sum_{k=0}^{2-1} \left( (\omega + 1)^{-1} \right) \sin^2 \frac{\omega}{2} = 1 + 2 \frac{1 - \cos \omega}{\omega} = \frac{1}{2} 4 - 1 \cdot \cos \omega \quad \text{gives} \quad a_0 = 4 \quad \text{and} \quad a_1 = -1. \]

The auxiliary polynomial \( P_A \) is

\[ P_A(z) = \frac{1}{2} \sum_{k=-1}^1 a_k z^{1+k} = \frac{1}{2} (-1 + 4z - z^2) = -\frac{1}{2} \left( z - (2 + \sqrt{3}) \right) \left( z - (2 - \sqrt{3}) \right). \]

One square root from the above polynomial is

\[ \sqrt{\frac{1}{2} (1 - 1) \frac{1}{2 + \sqrt{3}}} \left( z - (2 + \sqrt{3}) \right) = \frac{1}{\sqrt{2}} \sqrt{2 - \sqrt{3}} \left( z - (2 + \sqrt{3}) \right) = \frac{1}{2} \left( (\sqrt{3} - 1) z - (1 + \sqrt{3}) \right). \]

The change in sign in the expression above is necessary, since the expression should have the value of 1 at \( z = 1 \) or equivalently at \( \omega = 0 \). Finally,
Table 3.3 gives $\ell^2$-filters for DAUB2 - DAUB10 wavelets.

### 3.5 SOME EXTENSIONS

#### 3.5.1 Regularity of Wavelets

An appealing property of wavelet bases is their diversity. One can construct wavelets with different smoothness, symmetry, and support properties. Sometimes the requirements can be conflicting since some of the properties are exclusive. For example, there exists no symmetric real-valued wavelet with a compact support. Similarly, there is no $C^{\infty}$-wavelet function with an exponential decay.

Scaling functions and wavelets can be constructed with desired degree of smoothness. The regularity (smoothness) of wavelets is connected with the rate of decay of scaling functions and ultimately with the number of vanishing moments of scaling and wavelet functions. For instance, the Haar wavelet has only the “zeroth” vanishing moment (as a consequence of the admissibility condition) resulting in a discontinuous wavelet function.

Theorem 3.5.1 is important in connecting the regularity of wavelets, the number of vanishing moments, and the form of the transfer function $m_0(\omega)$. The proof is based on the Taylor series argument and the scaling properties of wavelet functions. For details, we direct the reader to Daubechies ([104], 153-155). Let

$$m_0(\omega) = \left( \frac{1 + e^{-i\omega}}{2} \right)^2 \frac{1}{2} \left( (1 - \sqrt{3})e^{-i\omega} + (1 + \sqrt{3}) \right)$$

$$= \frac{1}{\sqrt{2}} \left( \frac{1 + \sqrt{3}}{4\sqrt{2}} + \frac{3 + \sqrt{3}}{4\sqrt{2}} e^{-i\omega} + \frac{3 - \sqrt{3}}{4\sqrt{2}} e^{-2i\omega} + \frac{1 - \sqrt{3}}{4\sqrt{2}} e^{-3i\omega} \right).$$

Theorem 3.5.1 Let $\psi_{jk}(x) = 2^{j/2}\psi(2^j x - k)$, $j, k \in \mathbb{Z}$ be an orthonormal system of functions in $L_2(\mathbb{R})$, $C_N$ be an orthonormal system of functions in $L_2(\mathbb{R})$, where the derivatives $\psi^{(k)}(x)$ are bounded for $k \leq N - 1$. 

$$|\psi(x)| \leq \frac{C_1}{(1 + |x|)^\alpha}, \alpha > N,$$

and $\psi \in C^{N-1}(\mathbb{R})$,
### Table 3.3
The $h$ filters for Daubechies’ wavelets for $N = 2, \ldots, 10$ vanishing moments.

<table>
<thead>
<tr>
<th>$k$</th>
<th>DAUB2</th>
<th>DAUB3</th>
<th>DAUB4</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.4829629131445342</td>
<td>0.3326705529500827</td>
<td>0.2303778133088966</td>
</tr>
<tr>
<td>1</td>
<td>0.8365163037378080</td>
<td>0.8068915093110930</td>
<td>0.7148657055291611</td>
</tr>
<tr>
<td>2</td>
<td>0.2241436860420134</td>
<td>0.4598775021184915</td>
<td>0.6308807679298592</td>
</tr>
<tr>
<td>3</td>
<td>-0.1294095225512604</td>
<td>-0.1350110200102548</td>
<td>-0.0279837694168604</td>
</tr>
<tr>
<td>4</td>
<td>-0.0854412738820267</td>
<td>-0.0854412738820267</td>
<td>-0.1870348117190935</td>
</tr>
<tr>
<td>5</td>
<td>0.035226819857096</td>
<td>0.0308413818355607</td>
<td>0.0328830116668852</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td></td>
<td>-0.0105974017850690</td>
</tr>
<tr>
<td>7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$k$</td>
<td>DAUB5</td>
<td>DAUB6</td>
<td>DAUB7</td>
</tr>
<tr>
<td>-----</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
</tr>
<tr>
<td>0</td>
<td>0.1601023979741926</td>
<td>0.111504733501095</td>
<td>0.0778520540850992</td>
</tr>
<tr>
<td>1</td>
<td>0.6038292697971887</td>
<td>0.4946238903984531</td>
<td>0.396539194819173</td>
</tr>
<tr>
<td>2</td>
<td>0.7243085284377723</td>
<td>0.711393908201954</td>
<td>0.72912098462351</td>
</tr>
<tr>
<td>3</td>
<td>0.138241459013216</td>
<td>0.315203517909176</td>
<td>0.469782287405193</td>
</tr>
<tr>
<td>4</td>
<td>-0.222948870663808</td>
<td>-0.222646936965439</td>
<td>-0.1439060039285650</td>
</tr>
<tr>
<td>5</td>
<td>-0.0322448695846383</td>
<td>-0.1297668675672619</td>
<td>-0.2240361849938750</td>
</tr>
<tr>
<td>6</td>
<td>0.0775714938400445</td>
<td>0.097516055873230</td>
<td>0.071390219268303</td>
</tr>
<tr>
<td>7</td>
<td>-0.0062414902127983</td>
<td>0.027522865303057</td>
<td>0.0806126901510831</td>
</tr>
<tr>
<td>8</td>
<td>-0.012580752854738</td>
<td>-0.031582039317486</td>
<td>-0.038092936395144</td>
</tr>
<tr>
<td>9</td>
<td>0.003357252854738</td>
<td>0.0005538422011615</td>
<td>-0.0165745416306669</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td>0.0047772575109455</td>
<td>0.012559988560998</td>
</tr>
<tr>
<td>11</td>
<td></td>
<td>-0.0010773010853085</td>
<td>0.0004295779729214</td>
</tr>
<tr>
<td>12</td>
<td></td>
<td>-0.0018016407040745</td>
<td>0.00003537137999745</td>
</tr>
<tr>
<td>13</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$k$</td>
<td>DAUB8</td>
<td>DAUB9</td>
<td>DAUB10</td>
</tr>
<tr>
<td>-----</td>
<td>--------</td>
<td>-------</td>
<td>-------</td>
</tr>
<tr>
<td>0</td>
<td>0.0544158424231070</td>
<td>0.0380779473638881</td>
<td>0.0266700579005487</td>
</tr>
<tr>
<td>1</td>
<td>0.3128715909143165</td>
<td>0.2438346746126514</td>
<td>0.1881768000776480</td>
</tr>
<tr>
<td>2</td>
<td>0.6756307362973218</td>
<td>0.6048213264930548</td>
<td>0.5272011889316280</td>
</tr>
<tr>
<td>3</td>
<td>0.585354836542239</td>
<td>0.6572880780514298</td>
<td>0.6884590394355462</td>
</tr>
<tr>
<td>4</td>
<td>-0.0158291052563724</td>
<td>0.1331973858249681</td>
<td>0.281172346606982</td>
</tr>
<tr>
<td>5</td>
<td>-0.2840155429615815</td>
<td>-0.2932737832793372</td>
<td>-0.2498464242371048</td>
</tr>
<tr>
<td>6</td>
<td>0.0004724845739030</td>
<td>-0.0968407832230689</td>
<td>-0.1959462743773243</td>
</tr>
<tr>
<td>7</td>
<td>0.1287474266204823</td>
<td>0.1485407493381040</td>
<td>0.1273693403356940</td>
</tr>
<tr>
<td>8</td>
<td>-0.0173693010018109</td>
<td>0.0307256814793158</td>
<td>0.0930573646035142</td>
</tr>
<tr>
<td>9</td>
<td>-0.0440882539307979</td>
<td>-0.0676328290613591</td>
<td>-0.071394171663802</td>
</tr>
<tr>
<td>10</td>
<td>0.0139810279173996</td>
<td>0.0002509471148278</td>
<td>-0.0294575368218849</td>
</tr>
<tr>
<td>11</td>
<td>0.0087460940474065</td>
<td>0.0223616621236844</td>
<td>0.0332126740593155</td>
</tr>
<tr>
<td>12</td>
<td>-0.048703529934519</td>
<td>-0.047232047577528</td>
<td>0.0036065535669515</td>
</tr>
<tr>
<td>13</td>
<td>-0.003917403733769</td>
<td>-0.0042815036824646</td>
<td>-0.0107331754832777</td>
</tr>
<tr>
<td>14</td>
<td>0.000675449604506</td>
<td>0.0018476468803567</td>
<td>0.0013953517470513</td>
</tr>
<tr>
<td>15</td>
<td>-0.0001174767841248</td>
<td>0.0002303857635232</td>
<td>0.0019924052951842</td>
</tr>
<tr>
<td>16</td>
<td></td>
<td>-0.0002519631889428</td>
<td>-0.00685856949593</td>
</tr>
<tr>
<td>17</td>
<td></td>
<td>0.0000393473203163</td>
<td>-0.0001164668551292</td>
</tr>
<tr>
<td>18</td>
<td></td>
<td></td>
<td>0.0000935886703200</td>
</tr>
<tr>
<td>19</td>
<td></td>
<td></td>
<td>-0.000132642028945</td>
</tr>
</tbody>
</table>
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Then, $\psi$ has $N$ vanishing moments,

$$N_k = 0, \ 0 \leq k \leq N - 1.$$ 

If, in addition,

$$|\phi(x)| \leq \frac{C_2}{(1 + |x|)^{\alpha}}, \ \alpha > N$$

then, the associated function $m_0(\omega)$ is necessarily of the form

$$m_0(\omega) = \left( \frac{1 + e^{-i\omega}}{2} \right)^N \cdot \mathcal{L}(\omega), \quad (3.50)$$

where $\mathcal{L}$ is a $2\pi$-periodic, $\mathbb{C}^{N-1}$-function.

The following definition of regularity is often used,

**Definition 3.5.1** The multiresolution analysis (or, the scaling function) is said to be $r$-regular if, for any $\alpha \in \mathbb{Z},$

$$|\psi^{(k)}(x)| \leq \frac{C}{(1 + |x|)^{\alpha}},$$

for $k = 0, 1, \ldots, r.$

The requirement that $\psi$ possesses $N$ vanishing moments can be expressed in terms of $\Phi, m_0,$ or equivalently, in terms of the filter $h_{\frac{1}{2}}.$

Assume that a wavelet function $\psi(x)$ has $N$ vanishing moments, i.e.,

$$N_k' = 0, \ k = 0, 1, \ldots, N - 1. \quad (3.51)$$

By the property [MOM] of Fourier transformations, the requirement (3.51) corresponds to

$$\left. \frac{d^k \Psi(\omega)}{d\omega^k} \right|_{\omega = 0} = 0, \ k = 0, 1, \ldots, N - 1,$$

which implies

$$m_1^{(k)}(\omega)|_{\omega = 0} = m_1^{(k)}(0) = 0, \ k = 0, 1, \ldots, N - 1. \quad (3.52)$$
It is easy to check that in terms of $m_0$, relation (3.52) becomes

$$m_0^{(k)}(\omega) |_{\omega = \pi} = m_0^{(k)}(\pi) = 0, \quad k = 0, 1, \ldots, N - 1. \quad (3.53)$$

The argument is inductive. The case $k = 0$ follows from $\Psi(0) = m_1(0)\Phi(0)$ \textit{[(3.28) evaluated at $\omega = 0$]} and the fact that $\Phi(0) = 1$. Since $\Psi'(0) = \frac{1}{2} m_1'(0)\Phi(0) + \frac{1}{2} m_1(0)\Psi'(0)$ it follows that $m_1'(0) = 0$, as well. Then, $m_1^{(N-1)}(0) = 0$ follows by induction.

The condition $m_1^{(k)}(0) = 0, \quad k = 0, 1, \ldots, N - 1$ translates to a constraint on the wavelet-filter coefficients

$$\sum_{n \in \mathbb{Z}} n^k g_n = \sum_{n \in \mathbb{Z}} (-1)^n n^k h_n = 0, \quad k = 0, 1, \ldots, N - 1. \quad (3.54)$$

**Example 3.5.1** (Strang-Fix condition [150]). Let $\psi$ have $N$ vanishing moments. Since $m_0(\omega)$ has a root $\omega = \pi$ of multiplicity $N$,

$$i^k \Phi^{(k)}(2n\pi) = \delta_n \mathcal{M}_k, \quad 0 \leq k < N,$$

and by Poisson summation formula

$$\sum_{n} (x - n)^k \phi(x - n) = \mathcal{M}_k. \quad (3.55)$$

In Fig. 3.15 we illustrate equation (3.55) – the ability of wavelets to exactly represent polynomials. For example, the DAUB2 scaling function approximates exactly polynomials of degree $n = 0$ and $n = 1$ \textit{[relations $\sum_K \phi(x - k) = 1$ and $\sum_K [(3 - \sqrt{3})/2 + k] \phi(x - k) = x$ in Fig. 3.15(a) and (b)].} Moreover, the approximations to polynomials of higher order are very good. Fig. 3.15(c) and (d) show approximations to quadratic and cubic polynomials.

How smooth are the wavelets from the Daubechies family? There is an apparent trade-off between the length of support and the regularity index of scaling functions. Daubechies [102], Daubechies and Lagarias [106], and Volkmer [428], among others, obtained regularity exponents for wavelets in the Daubechies family.

Let $\phi$ be the DAUBN scaling function. There are two popular measures of regularity of $\phi$: Sobolev and Hölder regularity exponents. Let $\alpha_N^\ast$ be the supremum of $\beta$ such that

$$\int_0^1 |\phi(x)|^{2\beta} dx < \infty, \quad \int_0^1 |x - n|^{2\beta} |\phi(x)| dx < \infty, \quad n \in \mathbb{Z}.$$
Fig. 3.15 Illustration of the Strang–Fix condition, (3.55).
Fig. 3.16  (a) The first derivative of the DAUB3 scaling function. (b) The DAUB3 scaling function $\phi$ enlarged near $x = 1$. Notice that $\phi$ is smooth at 1, which is in accordance with the precise bound on its Hölder index, $\alpha_3 = 1.0878$.

\[
\int (1 + |\omega|)^{3/2} |\Phi(\omega)| \, d\omega < \infty,
\]

and let $\alpha_N$ be the exponent of the Hölder space $C^{\alpha_N}$ to which the scaling function $\phi$ belongs.

Table 3.4  Sobolev $\alpha^*_N$ and Hölder $\alpha_N$ regularity exponents of Daubechies’ scaling functions.

<table>
<thead>
<tr>
<th>$N$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha^*_N$</td>
<td>0.5</td>
<td>1.415</td>
<td>1.775</td>
<td>2.096</td>
<td>2.388</td>
<td>2.658</td>
<td>2.914</td>
<td>3.161</td>
<td>3.402</td>
<td></td>
</tr>
<tr>
<td>$\alpha_N$</td>
<td>0.550</td>
<td>0.915</td>
<td>1.275</td>
<td>1.596</td>
<td>1.888</td>
<td>2.158</td>
<td>2.415</td>
<td>2.661</td>
<td>2.902</td>
<td></td>
</tr>
</tbody>
</table>

The following result describes the limiting behavior of $\alpha_N$.

**Theorem 3.5.2** [428]

\[
\lim_{N \to \infty} \frac{\alpha_N}{N} = 1 - \frac{\log 3}{2 \log 2} \approx 0.2075.
\]

From Table 3.4, we see that DAUB4 is the first differentiable wavelet, since $\alpha > 1$. More precise bounds on $\alpha_N$ yield that $\phi$ from the DAUB3 family is, in fact, the first differentiable scaling function ($\alpha_3 = 1.0878$), even though it seems to have a peak at 1, see Fig. 3.16. See also Daubechies [104], page 239, for the discussion. The
two panels in Fig. 3.16 have been produced using Mathematica’s Wavelet Explorer software.

**Remark 3.5.1** As pointed out by Burrus, Gopinath, and Guo [49], the Sobolev and Hölder regularities are related because of inclusions

$$\mathbb{W}^{p, \chi^N}_{\frac{1}{2}} \subset C^\alpha N \subset \mathbb{W}^{p, \chi^N}.$$

Therefore, Theorem 3.5.2 holds for the exponent $\alpha^N$, as well.

### 3.5.2 The Least Asymmetric Daubechies’ Wavelets: Symmlets

We referred to the Daubechies family of wavelets as the extremal phase family. As we pointed out before, the compactly supported wavelets cannot be of linear phase, i.e., they cannot be symmetric. However, it is possible to construct wavelets with compact support that are “more symmetric”.

Equation (3.49) implies that

$$m_0(\omega) \text{ is proportional to } \left( \frac{1 + e^{-i\omega}}{2} \right)^N \prod_{i=1}^{L} (e^{-i\omega} - z_i)(e^{-i\omega} - \bar{z}_i) \cdot \prod_{i=1}^{J} (e^{-i\omega} - r_i),$$

and we had some freedom in selection of the zeroes $z_i$ and $r_i$. Instead of taking all zeroes [see (3.48)] outside the unit circle in the complex plane, we could have selected any real zero from the pair $(r_i, r_i^{-1})$ and any conjugate pair from the quadruple $(z_i, \bar{z}_i, z_i^{-1}, \bar{z}_i^{-1})$. Thus, we could obtain several different “square roots” of $|\mathcal{L}(\omega)|$.

Taking all zeroes from outside (or inside) the unit circle lead to extreme deviation from the linear phase in the function $m_0(\omega)$.

In Fig. 3.17(a) all the roots of the polynomial $P_A(z)$ [see (3.47)] for $N = 4$ are shown. If, for $N = 4$, [real, (a conjugate-complex pair)] this is the nature of roots leading to a “square root” of $|\mathcal{L}(\omega)|^2$, then possible choices are

$$[3, (1, 2)], [6, (4, 5)], [3, (4, 5)], \text{ and } [6, (1, 2)],$$

where the numbers 1-6 correspond to the zeroes depicted in Fig. 3.14(a).

The first two triples correspond to the extremal phase case. The resulting wavelets are not identical – they are symmetric to each other. The last two triples correspond to the minimum phase case. Deviations from the linear phase are plotted in Fig. 3.17(a). The solid and dashed lines correspond to extremal and minimum phases, respectively.

Panel 3.17 (b) compares scaling functions for the minimal phase and extremal
Table 3.5 Symmlet coefficients for $N = 4, 5, \text{and } 6$ vanishing moments.

<table>
<thead>
<tr>
<th>$k$</th>
<th>SYMM4</th>
<th>SYMM5</th>
<th>SYMM6</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.032223100604052</td>
<td>0.01953882735250</td>
<td>0.015404109327045</td>
</tr>
<tr>
<td>1</td>
<td>-0.012603967262031</td>
<td>-0.021101834024689</td>
<td>0.003490712084222</td>
</tr>
<tr>
<td>2</td>
<td>-0.099219543576634</td>
<td>-0.175328089908056</td>
<td>-0.117990111148520</td>
</tr>
<tr>
<td>3</td>
<td>0.297857795605306</td>
<td>0.016602105764511</td>
<td>-0.048311742585698</td>
</tr>
<tr>
<td>4</td>
<td>0.803738751805133</td>
<td>0.63978963456791</td>
<td>0.491055941927974</td>
</tr>
<tr>
<td>5</td>
<td>0.497618667632775</td>
<td>0.723407690404040</td>
<td>0.787641141028651</td>
</tr>
<tr>
<td>6</td>
<td>-0.029635527646003</td>
<td>0.199397533976856</td>
<td>0.33729421728166</td>
</tr>
<tr>
<td>7</td>
<td>-0.075765714789502</td>
<td>-0.039134249302313</td>
<td>-0.072637522786377</td>
</tr>
<tr>
<td>8</td>
<td>-0.0751949025706</td>
<td>-0.021060292512371</td>
<td>0.044724901770781</td>
</tr>
<tr>
<td>9</td>
<td>0.027333068344999</td>
<td>0.001767711864254</td>
<td>0.007800708325032</td>
</tr>
</tbody>
</table>

phase families ($N = 4$).

3.5.3 Approximations and Characterizations of Functional Spaces

Any $L_2(\mathbb{R})$ function $f$ can be represented as

$$f(x) = \sum_{j,k} d_{jk} \psi_{jk}(x),$$

and this unique representation corresponds to a multiresolution decomposition $L_2(\mathbb{R}) = \bigoplus_{j=\infty}^{\infty} V_j$. Also, for any fixed $j_0$ the decomposition $L_2(\mathbb{R}) = V_{j_0} \oplus \bigoplus_{j=j_0}^{\infty} W_j$ corresponds to the representation

$$f(x) = \sum_k c_{j_0,k} \phi_{j_0,k}(x) + \sum_{j \geq j_0} \sum_k d_{jk} \psi_{j,k}(x).$$

(3.56)

The first sum in (3.56) is an orthogonal projection $P_{j_0}$ of $f$ on $V_{j_0}$.

In general, it is possible to bound $\|P_{j_0} f - f\| = \|(1 - P_{j_0}) f\|$ if the regularities of functions $f$ and $\phi$ are known.

When both $f$ and $\phi$ have $n$ continuous derivatives, Meyer [293] proved that there exists a constant $C$ such that
A range of important function spaces can be fully characterized by wavelets. We list a few characterizations. For example, a function $f$ belongs to the Hölder space $C^s$ if and only if there is a constant $C$ such that in an $r$-regular MRA ($r > s$) the wavelet coefficients satisfy

$$
\|(I - P_{j_0})f\|_{L^2} \leq C \cdot 2^{-n j_0} \|f\|_{L^2}.
$$

Even the general (non-homogeneous) Besov spaces, (see page 36) can be characterized by moduli of the wavelet coefficients of its elements. For a given $r$-regular MRA with $r > \max\{\sigma, 1\}$, the following result (see Meyer [294], page 200) holds

**Theorem 3.5.3** Let $I_j$ be a set of indices so that $\{\psi_i, i \in I_j\}$ constitutes an o.n. basis of the detail space $W_j$. There exist two constants $C' \geq C > 0$ such that, for every exponent $p \in [1, \infty]$, for each $j \in \mathbb{Z}$ and for every element $f(x) = \sum_{i \in I_j} d_i \psi_i(x)$ in $W_j$,
The following characterization of Besov $B^p_{r,s}$ spaces can be obtained directly from this result. If the MRA has regularity $r > s$, then wavelet bases are Riesz bases for all $1 \leq p, q \leq \infty$, $0 < \sigma < r$.

The function $f = \sum_k c_{j_0,k} \phi_{j_0,k}(x) + \sum_{j \geq j_0} \sum_k d_{j,k} \psi_{j,k}(x)$ belongs to $B^\sigma_{p,q}$ space if its wavelet coefficients satisfy

$$\left( \sum_k |c_{j_0,k}|^p \right)^{1/p} < \infty,$$

and

$$\left\{ \left( \sum_{i \in I_j} 2^{j(\sigma+1)/2 - 1/p} |d_i|^p \right)^{1/p}, \ j \geq j_0 \right\}$$

is an $\ell_q$ sequence, i.e.,

$$\left[ \sum_{j \geq j_0} \left( 2^{j(\sigma+1)/2 - 1/p} \left( \sum_k |d_{j,k}|^p \right)^{1/p} \right)^{1/q} \right]^{1/q} < \infty.$$

The results listed are concerned with global regularity. The local regularity of functions can also be studied by inspecting the magnitudes of their wavelet coefficients. For more details, we direct the reader to the work of Jaffard [212, 211] and Jaffard and Laurencot [213].

### 3.5.4 Daubechies-Lagarias Algorithm

In this section, we describe an algorithm for fast numerical calculation of wavelet values at a given point, based on the Daubechies-Lagarias local pyramidal algorithm [106, 107]. The scaling function and wavelet function in Daubechies’ families have no explicit representations (except for the Haar wavelet). However, it is often necessary to find their values at arbitrary points; examples include calculation of coefficients in density estimation and non-equally spaced regression.

The Daubechies-Lagarias algorithm enables us to evaluate $\phi$ and $\psi$ at a point with preassigned precision. We will illustrate the algorithm on wavelets from the Daubechies family; however, the algorithm works for all FIR quadrature mirror filters.
Let \( \phi \) be the scaling function of the DAUB\( N \) wavelet. The support of \( \phi \) is \([0, 2N - 1]\). Let \( x \in (0, 1) \), and let \( dyad(x) = \{d_1, d_2, \ldots, d_n, \ldots\} \) be the set of 0-1 digits in the dyadic representation of \( x \) \((x = \sum_{j=1}^{\infty} d_j 2^{-j})\). By \( dyad(x,n) \), we denote the subset of the first \( n \) digits from \( dyad(x) \), i.e., \( dyad(x,n) = \{d_1, d_2, \ldots, d_n\} \).

Let \( h = (h_0, h_1, \ldots, h_{2N-1}) \) be the wavelet filter coefficients. Define two \((2N - 1) \times (2N - 1)\) matrices as:

\[
T_0 = (\sqrt{2} \cdot h_{2i-j-1})_{1 \leq i, j \leq 2N-1} \quad \text{and} \quad T_1 = (\sqrt{2} \cdot h_{2i-j})_{1 \leq i, j \leq 2N-1}. \tag{3.58}
\]

Then the local pyramidal algorithm can be constructed based on Theorem 3.5.4.

**Theorem 3.5.4** \([106]\)

\[
\lim_{n \to \infty} T_{d_1} \cdot T_{d_2} \cdots \cdot T_{d_n} \tag{3.59}
\]

\[
= \begin{bmatrix}
\phi(x) & \phi(x) & \cdots & \phi(x) \\
\phi(x+1) & \phi(x+1) & \cdots & \phi(x+1) \\
\vdots & & & \\
\phi(x+2N-2) & \phi(x+2N-2) & \cdots & \phi(x+2N-2)
\end{bmatrix}
\]

The convergence of \( \|T_{d_1} \cdot T_{d_2} \cdots \cdot T_{d_n} - T_{d_1} \cdot T_{d_2} \cdots \cdot T_{d_{n+m}}\| \) to zero, for fixed \( m \), is exponential and constructive, i.e., effective decreasing bounds on the error can be established.

**Example 3.5.2** Consider the DAUB2 scaling function \((N = 2)\). The corresponding filter is \( h = \left(\frac{1+\sqrt{2}}{4\sqrt{2}}, \frac{3+\sqrt{2}}{4\sqrt{2}}, \frac{3-\sqrt{2}}{4\sqrt{2}}, \frac{1-\sqrt{2}}{4\sqrt{2}}\right)\). According to (3.58) the matrices \( T_0 \) and \( T_1 \) are given as

\[
T_0 = \begin{bmatrix}
\frac{1+\sqrt{2}}{4\sqrt{2}} & 0 & 0 \\
\frac{3+\sqrt{2}}{4\sqrt{2}} & \frac{1+\sqrt{2}}{4\sqrt{2}} & 0 \\
0 & \frac{1-\sqrt{2}}{4\sqrt{2}} & \frac{3-\sqrt{2}}{4\sqrt{2}}
\end{bmatrix} \quad \text{and} \quad T_1 = \begin{bmatrix}
\frac{3+\sqrt{2}}{4\sqrt{2}} & \frac{1+\sqrt{2}}{4\sqrt{2}} & 0 \\
\frac{1-\sqrt{2}}{4\sqrt{2}} & \frac{3-\sqrt{2}}{4\sqrt{2}} & \frac{1+\sqrt{2}}{4\sqrt{2}} \\
0 & 0 & \frac{1-\sqrt{2}}{4\sqrt{2}}
\end{bmatrix}
\]

Let us evaluate the scaling function at an arbitrary point, say \( x = 0.45 \). Twenty “decimals” in the dyadic representation of 0.45 are \( dyad(0.45, 20) = \{0, 1, 1, 1, 0, 0, 1, 1, 0, 0, 1, 1, 0, 0, 1, 1, 0, 0, 1, 1\} \). In addition to the value at 0.45, we get (for free) the values at 1.45 and 2.45 (the values 0.45, 1.45, and 2.45 are in the domain of \( \phi \), the interval \([0,3]\)). The values \( \hat{\phi}(0.45), \hat{\phi}(1.45), \) and \( \hat{\phi}(2.45) \) may be approximated...
as averages of the first, second, and third row, respectively in the matrix

\[
\prod_{i \in dyad(0.45, 0.20)} T_i = \begin{bmatrix}
0.86480582 & 0.86480459 & 0.86480336 \\
0.08641418 & 0.08641568 & 0.08641719 \\
0.04878000 & 0.04877973 & 0.04877945
\end{bmatrix}.
\]

The Daubechies-Lagarias algorithm gives only the values of the scaling function. In applications, most of the evaluation needed involves the wavelet function. It turns out that another algorithm is unnecessary, due to the following result.

**Theorem 3.5.5** [343] Let \( x \) be an arbitrary real number, let the wavelet be given by its filter coefficients, and let \( \tilde{u} \) with \( 2N - 1 \) be a vector defined as

\[
\tilde{u}(x) = \{(-1)^{1 - \lfloor 2x \rfloor} h_{i+1 - \lfloor 2x \rfloor}, i = 0, \ldots, 2N - 2\}.
\]

If for some \( i \) the index \( i + 1 - \lfloor 2x \rfloor \) is negative or larger than \( 2N - 1 \), then the corresponding component of \( \tilde{u} \) is equal to 0.

Let the vector \( \tilde{v} \) be

\[
\tilde{v}(x, n) = \frac{1}{2N - 1} \mathbf{1}' \prod_{i \in dyad(\{2x\}, n)} T_i,
\]

where \( \mathbf{1}' = (1, 1, \ldots, 1) \) is the row-vector of ones. Then,

\[
\psi(x) = \lim_{n \to \infty} \tilde{u}(x)' \tilde{v}(x, n),
\]

and the limit is constructive.

Proof of the theorem (Exercise 3.23) is a straightforward but tedious re-expression of (3.26).

### 3.5.5 Moment Conditions

In section 3.5.1 we saw that the requirement that the wavelet function possesses \( N \)-vanishing moments was expressed in terms of \( \Phi, m_0 \), or \( h \).

Let us suppose that we want to design a wavelet filter \( \tilde{h} = \{h_0, \ldots, h_{2N-1}\} \) only by considering properties of its filter taps. Assume that
\[ N_k = \int_{\mathbb{R}} x^k \psi(x) dx = 0, \text{ for } k = 0, 1, \ldots, N - 1. \] (3.60)

As we discussed in Section 3.3, some relevant properties of a multiresolution analysis can be expressed as relations involving coefficients of the filter \( h \).

For example, the normalization property gave

\[
\sum_{i=0}^{2N-1} h_i = \sqrt{2},
\]

the requirement for vanishing moments of \( \psi \) led to

\[
\sum_{i=0}^{2N-1} (-1)^i i^k h_i = 0, \quad k = 0, 1, \ldots, N - 1,
\]

and, finally, the orthogonality property was expressed as

\[
\sum_{i=0}^{2N-1} h_i h_{i+2k} = \delta_k \quad k = 0, 1, \ldots, N - 1.
\]

We obtained \( 2N + 1 \) equations with \( 2N \) unknowns; however the system is solvable since the equations are not linearly independent. For example, the equation

\[ h_0 - h_1 + h_2 - \cdots - h_{2N-1} = 0, \]

can be expressed as a linear combination of the others.

**Example 3.5.3** For \( N = 2 \), we obtain the system:

\[
\begin{cases}
  h_0 + h_1 + h_2 + h_3 = \sqrt{2} \\
  h_0^2 + h_1^2 + h_2^2 + h_3^2 = 1 \\
  -h_1 + 2h_2 - 3h_3 = 0 \\
  h_0 \ h_2 + h_1 \ h_3 = 0
\end{cases}
\]

which has the familiar solution \( h_0 = \frac{1 + \sqrt{3}}{4\sqrt{2}}, h_1 = \frac{3 + \sqrt{3}}{4\sqrt{2}}, h_2 = \frac{3 - \sqrt{3}}{4\sqrt{2}}, \) and \( h_3 = \frac{1 - \sqrt{3}}{4\sqrt{2}}. \)

For \( N = 4 \), the system is
3.5.6 Interpolating (Cardinal) Wavelets

In an orthogonal multiresolution analysis, the space $V_0$ can be represented as

$$V_0 = \bigoplus_{j_0 \leq j < 0} W_j \ominus V_{j_0},$$

for some $j_0 < 0$. It is customary to assume that the level corresponding to $V_0$ space contains coefficients $c_{0,n}$ which are close to $f(n)$ — the finest sampling available. In practice such closeness is assumed and for $c^{(0)} = \{c_{0,n}, \quad n \in \mathbb{Z}\}$ one simply takes the sampled values $f(n)$, $n \in \mathbb{Z}$. However $c_{0,n} = f(n)$ is exact only if the multiresolution analysis is generated by an interpolating (cardinal) scaling function $\phi$.

**Definition 3.5.2** A scaling function $\phi$ is interpolating if $\phi(n) = \delta_n$.

For non-interpolating wavelet families the aliasing error [caused by assuming $c_{0,n} = f(n)$] is given by Xia and Zhang [468].

An example of a family with an interpolating scaling function is Shannon’s family [see Theorem 2.3.2 and (2.5)] but shortcomings of Shannon’s wavelets have already been discussed. There are several constructions of interpolating wavelets in the literature. Beylkin and Saito [33] define a class of interpolating wavelets via autocorrelations of compactly supported wavelets. Xia and Zhang [468] prove that a cardinal orthogonal scaling function corresponds to an à trous filter. For example, they demonstrate that the wavelet basis corresponding to

$$m_0(\omega) = \left( \frac{1 + e^{i\omega}}{2} \right)^3 \frac{4(1 - 3e^{i\omega} + 2e^{2i\omega})}{1 - 5e^{2i\omega}}$$

is interpolating. An excellent overview of interpolating wavelets with statistical flavor can be found in Walter [439]. See also Sweldens and Piessens [393] and Sweldens...
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[391] for nice reviews.

Wavelets from Daubechies’ family are not interpolating. However, they are almost shift-interpolating wavelets.

**Definition 3.5.3** A scaling function is shift-interpolating if

\[ \phi(n + \tau) = \delta_n, \]

for some constant \( \tau \).

From the fact that \( \sum_n (x - n)\phi(x - n) = \mathcal{M}_1 \), it follows that \( \tau = \mathcal{M}_1 \).

**Example 3.5.4** (Bock and Pliego [35]) The DAUB2 wavelet is almost shift-interpolating.

\[
\begin{align*}
\mathcal{M}_1 &= \frac{3 - \sqrt{3}}{2} \\
\phi(\mathcal{M}_1) &= 1 \\
\phi(\mathcal{M}_1 + 1) &\approx 0 \\
\phi(\mathcal{M}_1 + 2) &\approx 0.
\end{align*}
\]

### 3.5.7 Pollen-Type Parameterization of Wavelets

In this section, we discuss the construction of a library that contains uncountably many different wavelet bases.

Let \( \tilde{h} \) be a wavelet filter of length \( 2N \). Pollen [344, 345] showed that there is a continuous mapping from \( [0, 2\pi]^{N-1} \) to a set of “wavelet solutions” in the form of a sequence \( \tilde{h} = \{h_0, h_1, \ldots, h_{2N-1}\} \).

Pollen representations of all wavelet solutions of lengths 4 (\( N = 2 \)) and 6 (\( N = 3 \)) are given in Tables 3.6 and 3.7.

**Table 3.6** Pollen parameterization for \( N = 2 \) (four-tap filters). \( [s = 2\sqrt{2}] \)

<table>
<thead>
<tr>
<th>( n )</th>
<th>( h_n ) for ( N = 2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>( \frac{1 + \cos \varphi - \sin \varphi}{s} )</td>
</tr>
<tr>
<td>1</td>
<td>( \frac{1 + \cos \varphi + \sin \varphi}{s} )</td>
</tr>
<tr>
<td>2</td>
<td>( \frac{1 - \cos \varphi + \sin \varphi}{s} )</td>
</tr>
<tr>
<td>3</td>
<td>( \frac{1 - \cos \varphi - \sin \varphi}{s} )</td>
</tr>
</tbody>
</table>

**Example 3.5.5** A special case of Pollen’s representation for \( \varphi = \frac{\pi}{6} \) gives the DAUB2 filter.
Table 3.7 Pollen parameterization for $N = 3$ (six-tap filters) [$s = 2\sqrt{2}$].

<table>
<thead>
<tr>
<th>$n$</th>
<th>$h_n$ for $N = 3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>$\frac{1}{2}s_0 = 1$</td>
</tr>
<tr>
<td>1</td>
<td>$\frac{1}{2}s_1 = -\frac{1}{2}$</td>
</tr>
<tr>
<td>2</td>
<td>$\frac{1}{2}s_2 = 0$</td>
</tr>
<tr>
<td>3</td>
<td>$\frac{1}{2}s_3 = 1$</td>
</tr>
<tr>
<td>4</td>
<td>$\frac{1}{2}s_4 = -\frac{1}{2}$</td>
</tr>
</tbody>
</table>

Fig. 3.18 Pollen parameterization, $\psi = \frac{\pi}{4}$. Scaling [panel (a)] and wavelet [panel (b)] functions.

Pollen wavelets provide an interesting library of wavelets that comprises uncountably many different wavelet bases continuously indexed by $\phi \in [0, 2\pi]$.

Fig. 3.18 depicts wavelet and scaling functions for $\psi = \frac{\pi}{4}$. Its low-pass coefficients are $h_0 = \frac{\sqrt{2}}{2}$, $h_1 = \frac{\sqrt{2}}{2} + \frac{\sqrt{2}}{2}$, $h_2 = \frac{\sqrt{2}}{2}$, and $h_3 = -\frac{\sqrt{2}}{2}$, and the plots in Fig. 3.18 are obtained by point-to-point application of the Daubechies-Lagarias algorithm. For further details on Pollen representations see Pollen [344] and Tewfik, Sinha, and
3.6 EXERCISES

3.1. If \( \psi \in L_1(\mathbb{R}) \cap L_2(\mathbb{R}) \) is not identically equal to zero and satisfies (i) \( \int_{\mathbb{R}} \psi(x)dx = 0 \) and (ii) \( \int_{\mathbb{R}} |x|^\alpha |\psi(x)|dx < \infty \) for some \( \alpha > 1/2 \), prove that \( \psi \) is a wavelet. (Hint: Define \( F(x) = \int_{-\infty}^{x} \psi(t)dt \) and prove that \( F(x) \) is in \( L_2 \) by utilizing (ii). Apply Theorem 3.1.1).

3.2. Why does \( \int \psi(t)dt = 0 \) imply \( C_\psi = 1 \) in (3.2)?

3.3. Prove that \( F(\phi_{a,b}(x)) = \sqrt{a} e^{-i \omega_0} \Phi(a \omega) \), if \( \Phi \) is the Fourier transformation of \( \phi(x) \).

3.4. Find and plot the Fourier transformation for the Poisson wavelet (Example 3.1.4). Calculate the admissibility constant \( C_\psi \).

3.5. Prove that \( \| \psi \| = 1 \).

3.6. Franklin wavelet. Find coefficients \( \{ h_n, n \in \mathbb{Z} \} \) if

\[
m_0(\omega) = \cos \frac{\omega}{2} \sqrt{\frac{2 + \cos \omega}{2 + \cos 2\omega}}.
\]

3.7. [439] Find coefficients \( \{ h_n, n \in \mathbb{Z} \} \) if \( m_0(\omega) = (\int_{\frac{2\omega + \pi}{2}}^{2\omega + \pi} dP)^{1/2} \mathbf{1}_{[\omega, \omega]} \leq \frac{2\pi}{\omega} \), where \( P \) is a uniform measure on \([\omega, \omega] \). Prove that any probability measure \( P \) on \([-\pi, \pi] \) defines a valid \( m_0(\omega) \).

3.8. Prove that \( \{ \psi_{0,k}(x), k \in \mathbb{Z} \} \) is an orthonormal system i.e., show that \( \sum_{k \in \mathbb{Z}} |\psi(\omega + 2k\pi)|^2 = 1 \).

3.9. Find \( \Phi(\omega) \) for Haar’s wavelet. \( \Phi(\omega) = e^{-i\omega/2} \sin \frac{\omega}{2} \)

3.10. The function \( m_0(\omega) = \frac{1-e^{-3i\omega}}{2} \) satisfies (3.23) and \( m_0(0) = 1 \). Show that the corresponding system \( \{ \phi(x-n), n \in \mathbb{Z} \} \) is not orthonormal. Why is this the case?

3.11. Let \( \Omega = [0, 1], F = \mathcal{B}([0, 1]) \), and let \( P \) be the Lebesgue measure. Let \( f \in L_1 \) be a Borel measurable function. Define

\[
\mathcal{F}_j = \{ x|\psi_{00}, \psi_{01}, \ldots, \psi_{j0} \ldots, \psi_{j2^j-1} \}
\]

to be a \( \sigma \)-algebra generated by the Haar basis functions up to level \( j \).

(i) Prove that \( E(f|\mathcal{F}_j) \) is a martingale adapted to the filtration \( \mathcal{F}_j \).

(ii) By using Levi’s martingale convergence theorem show that
\[
E(f|\mathcal{F}_j) \to E(f|\mathcal{F}_\infty) = f \quad \text{a.s., and}
\]
\[
\int_0^1 |E(f|\mathcal{F}_j) - f| \to 0.
\]

3.12. Let \( \phi_{jk}^2 \) be the probability density of random variable \( X_{jk} \). Calculate \( EX_{jk}^n, n = 1, 2, 3; j = 0, k = 0 \) for the DAUB2 and DAUB10 wavelets.

3.13. Prove that if the supports of \( \Phi \) and \( \Psi \) are exclusive, the functions \( \phi \) and \( \psi \) are orthogonal. (Hint: Use the [PAR] property of Fourier transformations.)

3.14. (Battle-Lemarié family) Form an orthonormal basis of \( L_2 \) by orthogonalizing a piecewise quadratic B-spline

\[
\phi(x) = \begin{cases} 
\frac{1}{8}(x + 1)^2, & -1 \leq x \leq 0 \\
\frac{3}{8} - (x - \frac{1}{2})^2, & 0 \leq x \leq 1 \\
\frac{1}{8}(x - 2)^2, & 1 \leq x \leq 2 \\
0, & \text{otherwise}
\end{cases}
\]

in the Fourier domain. [Hint: \( \Phi(\omega) = e^{-i\omega/2}(\sin\omega/2)^3, \sum_k |\Phi(\omega + 2\pi k)|^2 = \frac{8}{\pi^2} + \frac{18}{\pi^3} \cos\omega + \frac{1}{\pi^2} \cos^2 \omega \).]

3.15. Show that \( \mathcal{M}_m = C \sum_{k=1}^{n} (\binom{n}{k}) m_k \mathcal{M}_{n-k} \), where \( m_k = \sum l^k h_l \). Find the constant \( C \). [Hint: Use (3.10)]

3.16. Show that when \( j \) increases, \( \Phi_{jk}(\omega) = \mathcal{F}(\phi_{jk}(x)) \) becomes more localized.

3.17. (Jig-saw effect) Prove that for any scaling function resulting from an orthogonal MRA,

\[
1 = \sum_n \phi(x - n).
\]

This relation is obvious for the Haar wavelet, but curious for other non-trivial wavelet bases. It is interesting that spikes in different integer-translates of the DAUB2 scaling function cancel each other and all translates add to 1.

3.18. Prove that Shannon’s wavelet function can be expressed as

\[
\psi(x) = \text{sinc} \frac{\pi x}{2} \cos \frac{3\pi x}{2}.
\]

3.19. Find \( \Psi(\omega) \) for Shannon’s wavelet.

3.20. Show that if \( \phi \) is an interpolating scaling function then \( h_{2k} = \frac{1}{\sqrt{2}} \).
3.21. The DAUB2 scaling function is close to the shift-interpolating function. Calculate values \( \phi(M_1 + 1) \) and \( \phi(M_1 + 2) \), for \( M_1 = \frac{3-\sqrt{3}}{2} \) using the Daubechies-Lagarias algorithm, page 89.

3.22. [345, 459] Let \( D_j = \{k2^{-j}, k \in \mathbb{Z}\} \) and \( D = \bigcup_{j=0}^{\infty} D_j \).

Prove that for the DAUB2 scaling function \( \phi(x) \) the following relations hold:

(a) \[ 2\phi(x) + \phi(x + 1) = x + \frac{1 + \sqrt{3}}{2}, \]
(b) \[ 2\phi(x + 2) + \phi(x + 1) = -x + \frac{3 - \sqrt{3}}{2}, \]
(c) \[ \phi(x) - \phi(x + 2) = x + \frac{1 - \sqrt{3}}{2}. \]
(d) \[ \phi \left( \frac{x}{2} \right) = \frac{1 + \sqrt{3}}{4} \phi(x), \]
(e) \[ \phi \left( \frac{x + 1}{2} \right) = \frac{1 - \sqrt{3}}{4} \phi(x) + \frac{1 + \sqrt{3}}{4} x + \frac{2 + \sqrt{3}}{4}, \]
(f) \[ \phi \left( \frac{x + 2}{2} \right) = \frac{1 + \sqrt{3}}{4} \phi(x + 1) + \frac{1 - \sqrt{3}}{4} x + \frac{1 + \sqrt{3}}{4}, \]
(g) \[ \phi \left( \frac{x + 3}{2} \right) = \frac{1 - \sqrt{3}}{4} \phi(x + 1) - \frac{1 + \sqrt{3}}{4} x + \frac{1}{4}, \]
(h) \[ \phi \left( \frac{x + 4}{2} \right) = \frac{1 + \sqrt{3}}{4} \phi(x + 2) - \frac{1 - \sqrt{3}}{4} x + \frac{3 - 2\sqrt{3}}{4}, \]
(i) \[ \phi \left( \frac{x + 5}{2} \right) = \frac{1 - \sqrt{3}}{4} \phi(x + 2). \]

if \( x \in D \cap [0, 1] \).

3.23. Prove Theorem 3.5.5.

3.24. Find \( h_1 \) and plot the Pollen scaling and wavelet functions corresponding to \( \varphi = \frac{\pi}{3} \).

3.25. Prove the identity needed for spectral decomposition of (3.48): If \( z = e^{-i\omega} \), then \( |(z - z_j)(z - \frac{2}{z_j})| = |z_j|^{-1}|z - z_j|^2 \). [Hint: Start with \((e^{-i\omega} - z_j)(e^{-i\omega} - \frac{2}{z_j})\) factor out \(-\frac{2}{z_j}e^{-i\omega}\) from the second factor and then take the absolute value.]

3.26. Demonstrate that the filter with non-zero taps \( h_0 = \frac{\sqrt{3}}{2}, h_3 = -\frac{\sqrt{3}}{10} \), and \( h_{3-2k} = 12 \frac{\sqrt{3}}{5}, k = 1, 2, \ldots \) is a wavelet low-pass filter. Plot an approximation to its scaling function.
3.27. An interesting parameterization of wavelets can be obtained by replacing the
vanishing moment condition $\sum_{n} (-1)^{n} n h_{n} = 0$ with the so-called lock con-
dition; for details see La Borde [251]. For four-tap filters, the lock condition is:

$$\sum (-1)^{i} \alpha_{i} h_{i} = 0,$$

where $\alpha_{i} = f(i, c), c \in \mathbb{R}$ for some continuous function $f(x, c)$. The library
of wavelets obtained in this way is parameterized by $c$. For example, four-tap
filters are obtained by solving

$$h_{0}^{2} + h_{1}^{2} + h_{2}^{2} + h_{3}^{2} = 1$$
$$h_{0} h_{2} + h_{1} h_{3} = 0$$
$$h_{0} + h_{1} + h_{2} + h_{3} = \sqrt{2}$$
$$h_{3} - A h_{2} + B h_{1} - C h_{0} = 0$$

Plot scaling and wavelet functions for some values of $A = f(1, c), B = f(2, c)$
and $C = f(3, c)$. Take $f(x, c) = e^{-x^{2}/c}$ and $c = 0.5, 3, 5.84, 10, \text{ and } 100.$

Find the value of $c$ that gives the DAUB2 wavelet.

3.28. [Battle] The following is a version of the Balian-Low theorem for wavelets.
Let $\psi$ be an orthonormal wavelet. Prove

$$\int |e^{ih\psi(t)}|^2 dt \cdot \int |e^{-i\Psi(\omega)}|^2 d\omega = \infty.$$
4

Discrete Wavelet Transformations

Discrete wavelet transformations (DWT) are applied to discrete data sets and produce discrete outputs. Transforming signals and data vectors by DWT is a process that resembles the fast Fourier transformation (FFT), the Fourier method applied to a set of discrete measurements.

Table 4.8 The analogy between Fourier and wavelet methods

<table>
<thead>
<tr>
<th>Fourier Methods</th>
<th>Fourier Integrals</th>
<th>Fourier Series</th>
<th>Fourier Transformations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wavelet Methods</td>
<td>Continuous Wavelet Transformations</td>
<td>Wavelet Series</td>
<td>Discrete Wavelet Transformations</td>
</tr>
</tbody>
</table>

The analogy between Fourier and wavelet methods is even more complete (Table 4.8) when we take into account the continuous wavelet transformation and wavelet series expansions, covered in Chapter 3.

4.1 INTRODUCTION

Discrete wavelet transformations map data from the time domain (the original or input data vector) to the wavelet domain. The result is a vector of the same size. Wavelet transformations are linear and they can be defined by matrices of dimension $n \times n$ if they are applied to inputs of size $n$. Depending on boundary conditions, such matrices can be either orthogonal or “close” to orthogonal. When the matrix is
orthogonal, the corresponding transformation is a rotation in $\mathbb{R}^n$ in which the data represent coordinates of a point. The coordinates of the point in the rotated space comprise the discrete wavelet transformation of the original coordinates.

Example 4.1.1 Let the vector be $(1, 2)$ and let $M(1, 2)$ be the point in $\mathbb{R}^2$ with coordinates given by the data vector. The rotation of the coordinate axes by an angle of $\pi / 4$ can be interpreted as a DWT in the Haar wavelet basis. The rotation matrix is

$$W = \begin{pmatrix} \cos \frac{\pi}{4} & \sin \frac{\pi}{4} \\ -\sin \frac{\pi}{4} & \cos \frac{\pi}{4} \end{pmatrix} = \begin{pmatrix} \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} \\ -\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} \end{pmatrix},$$

and the discrete wavelet transformation of $(1, 2)'$ is $W \cdot (1, 2)' = (\frac{3}{\sqrt{2}}, -\frac{1}{\sqrt{2}})'$. Notice that the energy (squared distance of the point from the origin) is preserved, $1^2 + 2^2 = (\frac{3}{\sqrt{2}})^2 + (\frac{1}{\sqrt{2}})^2$, since $W$ is a rotation.

Example 4.1.2 Let $y = (1, 0, -3, 2, 1, 0, 1, 2)$. The associated function $f$ is given in Fig. 4.1. The values $f(n) = y_n$, $n = 0, 1, \ldots, 7$ are interpolated by a piecewise constant function. We assume that $f$ belongs to Haar’s multiresolution space $V_0$.

The following matrix equation gives the connection between $y$ and the wavelet coefficients (data in the wavelet domain).
Example 4.1.3

Fig. 4.2 depicts a discrete wavelet transformation of the California well data [panel (a); \( n = 8192 \)]. The decomposing wavelet is SYMM4 and the decomposition corresponds to \( V_{13} = V_7 \oplus W_7 \oplus W_8 \cdots \oplus W_{12} \), in the language of multiresolution analysis. Panel (c) is a “stack plot” of wavelet coefficients. The rows correspond to levels. The relative positions of coefficients within a level reflect their time positions. Panels (b) and (d) depict, respectively, the coefficients for wavelet coefficients. The decomposing wavelet is SYMM4 and the decomposition corresponds to the following matrix equation:

\[
\begin{bmatrix}
1 & \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} & 0 & 0 & 0 & 0 & 0 \\
0 & \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} & 0 & 0 & 0 & 0 & 0 \\
-3 & \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} & 0 & 0 & 0 & 0 & 0 \\
2 & \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} & 0 & 0 & 0 & 0 & 0 \\
1 & \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} & 0 & 0 & 0 & 0 & 0 \\
0 & \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} & 0 & 0 & 0 & 0 & 0 \\
1 & \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} & 0 & 0 & 0 & 0 & 0 \\
2 & \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
c_{00} \\
d_{00} \\
d_{10} \\
d_{11} \\
d_{20} \\
d_{21} \\
d_{22} \\
d_{23}
\end{bmatrix} = \begin{bmatrix}
\sqrt{2} \\
-\sqrt{2} \\
1 \\
-1 \\
\frac{1}{\sqrt{2}} \\
-\frac{1}{\sqrt{2}} \\
\frac{1}{\sqrt{2}} \\
\frac{1}{\sqrt{2}}
\end{bmatrix}.
\]

The solution is

\[
\begin{bmatrix}
c_{00} \\
d_{00} \\
d_{10} \\
d_{11} \\
d_{20} \\
d_{21} \\
d_{22} \\
d_{23}
\end{bmatrix} = \begin{bmatrix}
\sqrt{2} \\
-\sqrt{2} \\
1 \\
-1 \\
\frac{1}{\sqrt{2}} \\
-\frac{1}{\sqrt{2}} \\
\frac{1}{\sqrt{2}} \\
\frac{1}{\sqrt{2}}
\end{bmatrix}.
\]

Thus,

\[
f = \sqrt{2} \varphi_{-3,0} - \sqrt{2} \varphi_{-2,0} + \psi_{-2,1} + \frac{1}{\sqrt{2}} \varphi_{-1,0} - \frac{5}{\sqrt{2}} \varphi_{-1,1} + \frac{1}{\sqrt{2}} \psi_{-1,2} - \frac{1}{\sqrt{2}} \psi_{-1,3}.
\]  

(4.1)

The solution is easy to verify. For example, when \( x \in [0, 1) \),

\[
f(x) = \sqrt{2} \cdot \frac{1}{2\sqrt{2}} - \sqrt{2} \cdot \frac{1}{2\sqrt{2}} + 1 \cdot \frac{1}{2} + \frac{1}{\sqrt{2}} \cdot \frac{1}{\sqrt{2}} = 1/2 + 1/2 = 1 \ (= y_0).
\]

Performing wavelet transformations by multiplying the input vector with an appropriate orthogonal matrix is conceptually straightforward, but of limited practical value. Storing and manipulating transformation matrices when inputs are long (> 2000) may not even be feasible.

Example 4.1.3

Fig. 4.2 depicts a discrete wavelet transformation of the California well data [panel (a); \( n = 8192 \)]. The decomposing wavelet is SYMM4 and the decomposition corresponds to \( V_{13} = V_7 \oplus W_7 \oplus W_8 \cdots \oplus W_{12} \), in the language of multiresolution analysis. Panel (c) is a “stack plot” of wavelet coefficients. The rows correspond to levels. The relative positions of coefficients within a level reflect their time positions. Panels (b) and (d) depict, respectively, the coefficients for wavelet coefficients.
from the “smooth” or “coarse” level, i.e. coefficients corresponding to \( V_7 \), and to concatenated “detail” coefficients corresponding to spaces \( W_7, W_8, \ldots, W_{12} \), in that order. The plot is made with the help of the S+W AVELET package. In that software, vectors of coefficients associated with the spaces \( V_7, W_7, \ldots, W_{12} \) are denoted \( s_6, d_6, d_5, \ldots, d_1 \), respectively.

Notice that magnitudes (energies) of detail coefficients decrease as the levels become finer (when \( j \) increases). The more regular the (sampled) function is, the faster the decay of the magnitudes. This behavior is explained by Meyer’s result in (3.57). However, a few detail coefficients describing the earthquake jump are large compared to other coefficients in the same level, suggesting a local, “energetic” event.

4.2 THE CASCADE ALGORITHM

In the context of image processing, Burt and Adelson [50, 51] developed orthogonal and biorthogonal pyramid algorithms. Pyramid or cascade procedures process an image at different scales, ranging from fine to coarse, in a tree-like algorithm. The images can be denoised, enhanced or compressed by appropriate scale-wise treatments.

Mallat [275, 276] was the first to link wavelets, multiresolution analyses and cascade algorithms in a formal way. Mallat’s cascade algorithm gives a constructive and efficient recipe for performing the discrete wavelet transformation. It relates the wavelet coefficients from different levels in the transformation by filtering with \( \tilde{h} \) and \( \tilde{g} \). Mallat’s algorithm can be viewed as a wavelet counterpart of the Danielson-Lanczos algorithm in fast Fourier transformations.

It is convenient to link the original data with the space \( V_j \), often \( V_0 \). Then, coarser smooth and complementing detail spaces are \( (V_{j-1}, W_{j-1}), (V_{j-2}, W_{j-2}), \) etc. Decreasing the index in \( V \)-spaces is equivalent to coarsening the approximation to the data.

By a straightforward substitution of indices in the scaling equations (3.10) and (3.26), one obtains

\[
\phi_{j-1,k}(x) = \sum_{l \in \mathbb{Z}} h_{l-2k} \phi_{j,k}(x) \quad \text{and} \quad \psi_{j-1,k}(x) = \sum_{l \in \mathbb{Z}} g_{l-2k} \phi_{j,k}(x). \quad (4.2)
\]

The relations in (4.2) are fundamental in developing the cascade algorithm.

Consider a multiresolution analysis \( \cdots \subset V_{j-1} \subset V_j \subset V_{j+1} \subset \cdots \). Since \( V_j = V_{j-1} \oplus W_{j-1} \), any function \( v_j \in V_j \) can be represented uniquely as \( v_j(x) = v_{j-1}(x) + w_{j-1}(x) \), where \( v_{j-1} \in V_{j-1} \) and \( w_{j-1} \in W_{j-1} \). It is customary to denote the coefficients associated with \( \phi_{j,k}(x) \) and \( \psi_{j,k}(x) \) by \( c_{jk} \) and \( d_{jk} \), respectively.

Thus,
Fig. 4.2 (a) California well data set. (b) A stack-plot of wavelet coefficients. (c) The coefficients corresponding to $V_7$ (vector $s_6$). (d) Concatenated vectors $s_6, d_5, d_4, \ldots, d_1$. The wavelet used in the decomposition was SYMM4.
By using the general scaling equations (4.2), orthogonality of $w_j(x)$ and $\phi_{j-1,t}(x)$ for any $j$ and $l$, and additivity of inner products, we obtain

$$c_{j-1,t} = \langle v_j, \phi_{j-1,t} \rangle = \langle v_j, \sum_k h_{k-2t} \phi_{j,k} \rangle = \sum_k h_{k-2t} \langle v_j, \phi_{j,k} \rangle$$

(4.3)

Similarly $d_{j-1,t} = \sum_k g_{k-2t} c_{j,k}$.

The cascade algorithm works in the reverse direction as well. Coefficients in the next finer scale corresponding to $V_j$ can be obtained from the coefficients corresponding to $V_{j-1}$ and $W_{j-1}$. The relation

$$c_{j,k} = \langle v_j, \phi_{j,k} \rangle = \sum_l c_{j-1,l} \langle \phi_{j-1,t}, \phi_{j,k} \rangle + \sum_l d_{j-1,l} \langle \psi_{j-1,t}, \phi_{j,k} \rangle$$

(4.4)

describes a single step in the reconstruction algorithm.

Example 4.2.1 Fig. 4.3 shows the cascade algorithm in action. For DAUB2, the scaling equation at integers is

$$\phi(n) = \sum_{k=0}^3 h_k \sqrt{2} \phi(2n-k).$$

Recall that $b = \{h_0, h_1, h_2, h_3\} = \{\frac{1+\sqrt{5}}{4\sqrt{2}}, \frac{3-\sqrt{5}}{4\sqrt{2}}, \frac{3+\sqrt{5}}{4\sqrt{2}}, \frac{1-\sqrt{5}}{4\sqrt{2}}\}$.

Since $\phi(0) = \sqrt{2} h_0\phi(0)$ and $\sqrt{2} h_0 \neq 1$, it follows that $\phi(0) = 0$. Also, $\phi(3) = 0$. For $\phi(1)$ and $\phi(2)$ we obtain the system
\[
\begin{bmatrix}
\phi(1) \\
\phi(2)
\end{bmatrix} = \sqrt{2} \cdot 
\begin{bmatrix}
h_1 & h_0 \\
h_3 & h_2
\end{bmatrix} \cdot 
\begin{bmatrix}
\phi(1) \\
\phi(2)
\end{bmatrix}.
\]

From \( \sum_k \phi(x - k) = 1 \) it follows that \( \phi(1) + \phi(2) = 1 \). Solving for \( \phi(1) \) and \( \phi(2) \) we obtain
\[
\phi(1) = \frac{1 + \sqrt{3}}{2} \quad \text{and} \quad \phi(2) = \frac{1 - \sqrt{3}}{2}.
\]

The upper left panel in Fig. 4.3 shows \( \phi(1) \) and \( \phi(2) \).

Now, one can refine \( \phi \),
\[
\phi \left( \frac{1}{2} \right) = \sum_k h_k \sqrt{2} \phi(1 - k) = h_0 \sqrt{2} \phi(1) = \frac{2 + \sqrt{3}}{4},
\]
\[
\phi \left( \frac{3}{2} \right) = \sum_k h_k \sqrt{2} \phi(3 - k) = h_1 \sqrt{2} \phi(2) + h_2 \sqrt{2} \phi(1) = \frac{3 + \sqrt{3}}{4}, \quad \frac{1 - \sqrt{3}}{4} + \frac{3 - \sqrt{3}}{4} \cdot \frac{1 + \sqrt{3}}{2} = 0,
\]
\[
\phi \left( \frac{5}{2} \right) = \sum_k h_k \sqrt{2} \phi(5 - k) = h_3 \sqrt{2} \phi(2) = \frac{2 - \sqrt{3}}{4},
\]

or \( \psi \),
\[
\psi(-1) = \psi(2) = 0,
\]
\[
\psi \left( -\frac{1}{2} \right) = \sum_k g_k \sqrt{2} \phi(-1 - k) = h_1 \sqrt{2} \phi(1) = -\frac{1}{4}, \quad [g_n = (-1)^n h_{1-n}]
\]
\[
\psi(0) = \sum_k g_k \sqrt{2} \phi(0 - k) = g_{-2} \sqrt{2} \phi(2) + g_{-1} \sqrt{2} \phi(1) = -h_2 \sqrt{2} \phi(1) = -\frac{\sqrt{3}}{4},
\]

etc.

The sequential refinement for \( \psi \) shown in Fig. 4.3 is carried up to a dyadic step of \( 2^{-7} \).
Fig. 4.3 An illustration of Mallat’s cascade algorithm. By sequential refinement on dyadic points the DAUB2 wavelet function is constructed.
4.3 THE OPERATOR NOTATION OF DWT

Operator notation is an elegant way to describe the cascade algorithm. One can choose to express operators either in terms of matrices or filters. In this section, we choose the latter. For a comprehensive treatment of DWT in terms of operators, we direct the reader to the excellent monograph by Strang and Nguyen, [387].

We next overview decimation, dilation, and convolution operators acting on the \( \ell_2 \) spaces.

**Definition 4.3.1** Decimation \([\downarrow 2]\) is a mapping from \( \ell(\mathbb{Z}) \) to \( \ell(\mathbb{Z}/2) \) defined coordinatewise as

\[
([\downarrow 2]a)_k = \sum_n a_n \delta_{n-2k} = a_{2k}.
\]  

(4.5)

When applied to a sequence it retains only the values on positions with even indices.

Dilation is a mapping from \( \ell(\mathbb{Z}/2) \) to \( \ell(\mathbb{Z}) \) defined as

\[
([\uparrow 2]a)_k = \sum_n a_n \delta_{k-2n};
\]

it expands the sequence by inserting zeroes between the original values.

The graph below shows actions of \([\downarrow 2]\) and \([\uparrow 2]\) on the sequence \( \{1, 0, -3, 2, 1, 0, 1, 2\} \) positioned so that the first element has an index of -2.

<table>
<thead>
<tr>
<th>Index ( k )</th>
<th>-2</th>
<th>-1</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a_k )</td>
<td>1</td>
<td>0</td>
<td>-3</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>([\downarrow 2]a)</td>
<td>1</td>
<td>-3</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>([\uparrow 2]a)</td>
<td>0</td>
<td>0</td>
<td>-3</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

Let \( H \) and \( G \) be convolutions with filters \( h \) and \( g \),

\[
H : \ell(\mathbb{Z}) \mapsto \ell(\mathbb{Z}) \quad (Hq)_k = \sum_n h_{n-k}a_n
\]

\[
G : \ell(\mathbb{Z}) \mapsto \ell(\mathbb{Z}) \quad (Gq)_k = \sum_n g_{n-k}a_n.
\]

The table below is an example of filtering. It shows the application of the filter \( \{1, 1/2\} \) to the sequence \( q = \{1, 0, -3, 2, 1, 0, 1, 2\} \).
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Let $\mathcal{H} \equiv \lfloor \downarrow 2 \rfloor \mathbf{H}$ and $\mathcal{G} \equiv \lfloor \downarrow 2 \rfloor \mathbf{G}$.

It is easy to verify that for an $\ell_2$ sequence $\alpha = \{a_n\}$, the operators $\mathcal{H}$ and $\mathcal{G}$ satisfy the following coordinate-wise relations:

\[
(\mathcal{H}\alpha)_k = \sum_n h_{n-2k}a_n,
\]
\[
(\mathcal{G}\alpha)_k = \sum_n g_{n-2k}a_n.
\]

An application of operators $\mathcal{H}$ and $\mathcal{G}$ corresponds to one step in the discrete wavelet transformation.

For an illustration, we assume that the data vector is of a length that is a power of 2. Extensions to different lengths are possible, and a comprehensive discussion and algorithmic solutions are given in Wickerhauser [457].

Denote the original signal by $c^{(J)} = \{c_k^{(J)}\}$. If the signal is of length $2^J$, then $c^{(J)}$ can be interpolated by the function $f(x) = \sum c_k^{(J)} \phi(x - k)$ from $V_J$. In each step of the wavelet transformation, we move to the next coarser approximation (level) $c^{(J-1)}$ by applying the operator $\mathcal{H}$, $c^{(J-1)} = \mathcal{H}c^{(J)}$. The “detail information,” lost by approximating $c^{(J)}$ by the “averaged” $c^{(J-1)}$, is given by $d^{(J-1)} = \mathcal{G}c^{(J)}$.

The discrete wavelet transformation of a sequence $y = c^{(J)}$ of length $2^J$ can then be represented as

\[
(c^{(J-k)}, d^{(J-k)}, d^{(J-k+1)}, \ldots, d^{(J-k+1)}, d^{(J-k)}).
\]

Notice that the lengths of $y$ and its transformation in (4.6) coincide. Because of decimation, the length of $c^{(J-i)}$ is twice the length of $c^{(J-1)}$, and $2^J = 2^{J-k} + \sum_{i=1}^{k} 2^{J-i}$, $1 \leq k \leq J$.

For an illustration of (4.6), see Fig. 4.4. By utilizing the operator notation, it is possible to summarize the discrete wavelet transformation (curtailed at level $k$) in a single line:
The number $k$ can be any arbitrary integer between 1 and $J$ and it is associated with the coarsest “smooth” space, $V_{J-k}$, up to which the transformation was curtailed. In terms of multiresolution spaces, (4.6) corresponds to the multiresolution decomposition $V_{J-k} \oplus W_{J-k} \oplus W_{J-k+1} \oplus \cdots \oplus W_{J-1}$. When $k = J$ the vector $\tilde{c}(J)$ contains a single element, $c(0)$.

If the filter length is greater than 2, one has to define actions of the filter beyond the boundaries of the sequence to which the filter is applied. We will discuss some standard policies of handling the boundaries later.

The reconstruction formula is also simple in terms of operators; we first define adjoint operators $\mathcal{H}^*$ and $\mathcal{G}^*$ as follows:

$$\begin{align*}
(\mathcal{H}^* a)_n &= \sum_k h_{n-2k} a_k \\
(\mathcal{G}^* a)_n &= \sum_k g_{n-2k} a_k.
\end{align*}$$

Operators $\mathcal{H}^*$ and $\mathcal{G}^*$ are applied on $c^{(j-1)}$ and $d^{(j-1)}$, respectively, and the results are added. The vector $c^{(j)}$ is reconstructed as

$$c^{(j)} = \mathcal{H}^* c^{(j-1)} + \mathcal{G}^* d^{(j-1)} = \mathcal{R}^* (c^{(j-1)}, d^{(j-1)}),$$

which is an operator-form re-expression of (4.4). Recursive application of (4.7) leads to

Fig. 4.4 Decomposition algorithm
The reconstruction algorithm is given in Fig. 4.7. In the process of reconstruction, let \( y \) be continued in a periodic way (\( \ldots, y_{n-1}, y_n, y_1, y_2, \ldots \)), symmetric way (\( \ldots, y_{n-1}, y_n, y_{n-2}, \ldots \)), padded by a constant, or extrapolated as a polynomial. Wavelet transformations can be confined to an interval (in the sense of Cohen, Daubechies and Vial [86]) and periodic and symmetric extensions can be viewed as special cases. We will discuss periodized wavelets in Chapter 5.

\[
(H^k y, G H^{k-1} y, \ldots, G H^2 y, G H y, G y) = (c^{(J-k)}, d^{(J-k)}, d^{(J-k+1)}, \ldots, d^{(J-2)}, d^{(J-1)})
\]

\[
\mapsto \sum_{i=1}^k (H^* y)^{k-1-i} G^* d^{(J-2-i)} + (H^* y)^{J-k} = y.
\]

**Example 4.3.1** Let \( y = (1, 0, -3, 2, 1, 0, 1, 2) \) be an exemplary set we want to transform by Haar’s DWT. Let \( k = J = 3 \), i.e., the coarsest approximation and detail levels will contain a single point each. The decomposition algorithm applied on \( y = (1, 0, -3, 2, 1, 0, 1, 2) \) is given schematically in Fig. 4.6.

For the Haar wavelet, the operators \( H \) and \( G \) are given by \( (H a)_k = \sum n h_{n-2k} a_n = \sum_m h_m a_{m+2k} = h_0 a_{2k} + h_1 a_{2k+1} = \frac{a_{2k} + a_{2k+1}}{\sqrt{2}} \). Similarly, \( (G a)_k = \sum g_{n-2k} a_n = \sum_m g_m a_{m+2k} = g_0 a_{2k} + g_1 a_{2k+1} = \frac{a_{2k} + a_{2k+1}}{\sqrt{2}} \).

The reconstruction algorithm is given in Fig. 4.7. In the process of reconstruction, \( (H^* a)_n = \sum_k h_{n-2k} a_k \), and \( (G^* a)_n = \sum_k g_{n-2k} a_k \). For instance, the first line in Fig. 4.7 recovers the object \( \{1, 1\} \) from \( \sqrt{2} \) by applying \( H^* \). Indeed, \( (H^* \{a_0\})_0 = h_0 \sqrt{2} = 1 \) and \( (H^* \{a_0\})_1 = h_1 \sqrt{2} = 1 \).

The careful reader might have already noticed that when the length of the filter is larger than 2, boundary problems occur since the convolving filter goes outside the range of data-indices. Due to its minimal filter length, Haar’s wavelet does not exhibit problems with boundaries.
Fig. 4.6  An illustration of a decomposition procedure.
Fig. 4.7 An illustration of a reconstruction procedure.
If the length of the data set is not a power of 2, but of the form \( M \cdot 2^K \), for \( M \) odd and \( K \) a positive integer, then only \( K \) steps in the decomposition algorithm can be performed. For precise descriptions of conceptual and calculational hurdles caused by boundaries and data sets whose lengths are not a power of 2, we direct the reader to Bruce and Gao [42], Taswell and McGill [399], and monograph by Wickerhauser [457].

### 4.3.1 Discrete Wavelet Transformations as Linear Transformations

The change of basis in \( V_j \) from \( B_1 = \{ \phi_{1k}(x), k \in \mathbb{Z} \} \) to \( B_2 = \{ \phi_{0k}, k \in \mathbb{Z} \} \cup \{ \psi_{0k}, k \in \mathbb{Z} \} \) can be performed by matrix multiplication. Therefore, it is possible to define discrete wavelet transformation by matrices. We have already seen a transformation matrix corresponding to Haar's inverse transformation in Example 4.1.2.

Let the length of the input signal be \( 2^J \), let \( h_\sim = \{ h_s, s \in \mathbb{Z} \} \) be the wavelet filter, and let \( N \) be an appropriately chosen constant.

Denote by \( H_k \) a matrix of size \( (2^{J-k} \times 2^{J-k+1}) \), \( k = 1, \ldots \) with entries

\[
 h_s, \ s = (N - 1) + (i - 1) - 2(j - 1) \mod 2^{J-k+1}, \tag{4.8}
\]

at the position \((i, j)\).

Note that \( H_k \) is a circulant matrix, its \( i \)th row is 1st row circularly shifted to the right by \( 2(i-1) \) units. This circularity is a consequence of using the modulo operator in (4.8).

By analogy, define a matrix \( G_k \) by using the filter \( g_\sim \). A version of \( G_k \) corresponding to the already defined \( H_k \) can be obtained by changing \( h_\sim \) by \((-1)^j h_{N+1-i} \). The constant \( N \) is a shift parameter and affects the position of the wavelet on the time scale. For filters from the Daubechies family, a standard choice for \( N \) is the number of vanishing moments. See also Remark 3.3.4.

The matrix \[
\begin{bmatrix}
H_k \\
G_k
\end{bmatrix}
\]
is a basis-changing matrix in \( 2^{J-k+1} \) dimensional space; consequently, it is unitary.

Therefore,

\[
I_{2^J \rightarrow s} = [H_k' \ G_k'] \begin{bmatrix}
H_k \\
G_k
\end{bmatrix} = H_k' \cdot H_k + G_k' \cdot G_k.
\]

and

\[
I = \begin{bmatrix}
H_k \\
G_k
\end{bmatrix} \cdot [H_k' \ G_k'] = \begin{bmatrix}
H_k' \cdot H_k & H_k \cdot G_k' \\
G_k \cdot H_k' & G_k \cdot G_k'
\end{bmatrix}.
\]
This implies,

\[ H_k \cdot H_k^t = I, \ G_k \cdot G_k^t = I, \ G_k \cdot H_k = H_k \cdot G_k^t = 0, \text{ and } H_k^t \cdot H_k + G_k \cdot G_k = I. \]

Now, for a sequence \( y \) the \( J \)-step wavelet transformation is \( d_j = W_j \cdot y \), where

\[
W_1 = \begin{bmatrix} H_1 \\ G_1 \end{bmatrix}, \quad W_2 = \begin{bmatrix} H_2 \\ G_2 \end{bmatrix} \cdot H_1, \\
W_3 = \begin{bmatrix} H_3 \\ G_3 \end{bmatrix} \cdot H_1 \cdot H_1.
\]

**Example 4.3.2** Suppose that \( y = \{1, 0, -3, 2, 1, 0, 1, 2\} \) and the filter is \( h = (h_0, h_1, h_2, h_3) = \left( \frac{1+\sqrt{5}}{4\sqrt{2}}, \frac{3+\sqrt{5}}{4\sqrt{2}}, \frac{3-\sqrt{5}}{4\sqrt{2}}, \frac{1-\sqrt{5}}{4\sqrt{2}} \right) \). Then, \( J = 3 \) and the matrices \( H_k \) and \( G_k \) are of dimension \( 2^{3-k} \times 2^{3-k+1} \).

\[
H_1 = \begin{bmatrix} h_1 & h_2 & h_3 & 0 & 0 & 0 & h_0 \\ 0 & h_0 & h_1 & h_2 & h_3 & 0 & 0 \\ 0 & 0 & 0 & h_0 & h_1 & h_2 & 0 \\ h_3 & 0 & 0 & 0 & h_0 & h_1 & h_2 \end{bmatrix},
\]
\[
G_1 = \begin{bmatrix} -h_2 & h_1 & -h_0 & 0 & 0 & 0 & h_3 \\ 0 & h_3 & -h_2 & h_1 & -h_0 & 0 & 0 \\ 0 & 0 & 0 & h_3 & -h_2 & h_1 & -h_0 \\ -h_0 & 0 & 0 & 0 & h_3 & -h_2 & h_1 \end{bmatrix}.
\]

Since,

\[
H_1 \cdot y = \{2.19067, -2.19067, 1.67303, 1.15539\},
\]
\[
G_1 \cdot y = \{0.96593, 1.86250, -0.96593, 0.96593\}.
\]

\[
W_1 y = \{2.19067, -2.19067, 1.67303, 1.15539 \mid 0.96593, 1.86250, -0.96593, 0.96593\}.
\]

\[
H_2 = \begin{bmatrix} h_1 & h_2 & h_3 & h_0 \\ h_3 & h_0 & h_1 & h_2 \end{bmatrix}, \quad G_2 = \begin{bmatrix} -h_2 & h_1 & -h_0 & h_3 \\ -h_0 & h_3 & -h_2 & h_1 \end{bmatrix}.
\]

In this example, due to the lengths of the filter and the data, we can perform the transformation for two steps only, \( W_1 \) and \( W_2 \).

The two-step DAUB2 discrete wavelet transformation of \( y \) is \( W_2 y = \{1.68301, 0.31699 \mid -3.28109, -0.18301 \mid 0.96593, 1.86250, -0.96593, 0.96593\} \).
because

\[
H_2 \cdot H_1 \cdot \tilde{y} = H_2 \cdot \{2.19067, -2.19067, 1.67303, 1.15539\} \\
= \{1.68301, 0.31699\}
\]

\[
G_2 \cdot H_1 \cdot \tilde{y} = G_1 \cdot \{2.19067, -2.19067, 1.67303, 1.15539\} \\
= \{-3.28109, -0.18301\}.
\]

The S+\textsc{wavelets} command

\[
> \text{dwt(c(1, 0, -3, 2, 1, 0, 1, 2), wavelet="d4", n.levels=2)}
\]
produces the same output.

\section*{4.4 Exercises}

4.1. Let \( \tilde{h} = \{1, 2, 1\} \) and \( \tilde{y} = \{1, 0, -3, 2, 1, 0, 1, 2\} \). Find \( H\tilde{y} \) and \( H^2\tilde{y} \).

4.2. What are the columns in the \(8 \times 8\) matrix in Example 4.1.2?

4.3. Using the cascade algorithm, find \( \psi(\frac{1}{2}) \), \( \psi(1) \), and \( \phi(\frac{1}{4}) \) in Example 4.2.1.

4.4. Show that for the Haar transformation and data \( \{y_1, \ldots, y_2^n\} \), \( c_\infty = (\sqrt{2})^n \tilde{y} \).

4.5. By mimicking the procedures in Fig. 4.6 and 4.7, perform Haar’s direct transformation on the sequence \( \{1, 2, \ldots, 16\} \). Perform the inverse Haar transformation on \( \{34, -16, -4\sqrt{2}, -4\sqrt{2}, -2, -2, -2, -\sqrt{2}/2, -\sqrt{2}/2, -\sqrt{2}/2, -\sqrt{2}/2, -\sqrt{2}/2, -\sqrt{2}/2, -\sqrt{2}/2, -\sqrt{2}/2\} \).
In this chapter, we give an overview of several generalizations on the wavelet theme – all of them important in statistics. We start with coiflets whose vanishing moments for scaling functions minimize aliasing error introduced by replacing continuous functions with their sampled values. Another important class of wavelets, the biorthogonal wavelets, is generated by relaxing the requirement of orthogonality. We will discuss the theoretical background for their construction and give several examples of biorthogonal bases. Wavelet packets and non-decimated wavelets are related generalizations of orthogonal wavelets suitable for generating large libraries of bases. From an algorithmic point of view, wavelet packets can be obtained by permuting low- and high-pass filters in the process of wavelet decomposition, while non-decimated wavelets can be obtained by permuting the down-sampling operators with or without a unit shift. We will also discuss periodized wavelets which are important for modeling on compacts. We conclude the chapter with brief coverage of multivariate wavelet transformation and give references and pointers for additional reading. Several other developments are mentioned, but their detailed discussion is beyond the scope of this book.
5.1 COIFLETS

If the wavelet function $\psi$ has $N$ vanishing moments, then the so-called one-point quadrature formula $\int f(x)\psi(x)\,dx = 0$ is $N$-order accurate.\(^1\) Is it possible to obtain such $N$-order accurate one-point quadrature formulas for $\int f(x)\phi(x)\,dx$? Such accuracy is possible if $\phi$ has vanishing moments as well. Coiflets were introduced by Daubechies in [105] with such motivation.

Coiflets were originally proposed as a family of wavelets close to interpolating wavelets. In addition to the regularity requirement $N_0 = N_1 = \cdots = N_{L-1} = 0$, it is required that the scaling function $\phi$ possess vanishing moments, as well. In this case, the one-point quadrature formula $\int f(x)\phi(x)\,dx = 0$ is $(L-1)$-accurate.

**Theorem 5.1.1** [391] Let the moments of $\phi$ be $M_1 = M_2 = \cdots = M_{L-1} = 0$, and let $f^{(i)}$ be bounded for $0 \leq i \leq L$. If $h = 2^{-i}$,

$$\sum_k f(kh)\phi(2^j x - k) = \sum_k \phi(k) f(x - kh) + O(h^L).$$

**Proof:**

$$\begin{align*}
\sum_k f(kh)\phi(2^j x - k) &= \sum_k \sum_{i=0}^{L-1} \frac{(kh - x)^i}{i!} f^{(i)}(x)\phi(2^j x - k) + O(h^L) \\
&= \sum_{i=0}^{L-1} f^{(i)}(x) \frac{(-h)^i}{i!} \sum_k (2^j x - k)^i \phi(2^j x - k) + O(h^L) \\
&= \sum_{i=0}^{L-1} f^{(i)}(x) \frac{(-h)^i}{i!} \sum_k k^i \phi(k) + O(h^L) \\
&= \sum_k \phi(k) \sum_{i=0}^{L-1} f^{(i)}(x) \frac{(-kh)^i}{i!} + O(h^L) \\
&= \sum_k \phi(k) f(x - kh) + O(h^L).
\end{align*}$$

This result states that a wavelet decomposition of $f$ with coefficients $c_{jk} = f(kh)$ results in an approximation $\tilde{f}(x) = \sum_k \phi(k) f(x - kh)$. The function $\tilde{f}(x)$ can be interpreted as a “blurred version” of $f(x)$ since the convolution with $\phi$ acts as a low-pass filter. For coiflets, $\tilde{f}(x) = f(x) + O(h^L)$. The closeness of coiflets to interpolating wavelets was also explored by Antoniadis [11], see Exercise 5.3.

\(^1\) The degree of accuracy of a quadrature formula is $N$ if it yields an exact result for every polynomial of degree less than or equal to $N$. 
5.1.1 Construction of Coiflets

The condition $M_1 = M_2 = \cdots = M_{L-1} = 0$ (of course $M_0 = 1$) is equivalent to

$$\frac{d^k \Phi(\omega)}{d\omega^k} \bigg|_{\omega=0} = 0, \; k = 1, 2, \ldots, L - 1. \quad (5.1)$$

Vanishing moments for both the scaling and wavelet functions lead to two constraints on the form of $m_0$. The first,

$$m_0(\omega) = \left(\frac{1 + e^{-i\omega}}{2}\right)^L \cdot \mathcal{L}_1(\omega),$$

is a consequence of Theorem 3.5.1, while the second,

$$m_0(\omega) = 1 + (1 - e^{-i\omega})^L \cdot \mathcal{L}_2(\omega),$$

comes from (5.1). $\mathcal{L}_1(\omega)$ and $\mathcal{L}_2(\omega)$ are trigonometric polynomials. By applying arguments similar to those used in the construction of Daubechies’ wavelets, it is possible to find $\mathcal{L}_1$ and $\mathcal{L}_2$ so that orthogonality is satisfied.

We elaborate the case when $L$ is an even number, $L = 2K$.

Since $(\frac{1 + e^{-i\omega}}{2})^{2K} = e^{-iK\omega}(\cos^2 \frac{\omega}{2})^K$ and $(1 - e^{-i\omega})^{2K} = e^{-iK\omega}(2i\sin \frac{\omega}{2})^{2K}$, the orthogonality condition $|m_0(\omega)|^2 + |(m_0 + \pi)|^2 = 1$ takes the form

$$\left(\cos^2 \frac{\omega}{2}\right)^K P_1(\omega) = 1 + \left(\sin^2 \frac{\omega}{2}\right)^K P_2(\omega).$$

By utilizing the Bezout lemma, Daubechies demonstrated that $P_1$ has the form

$$P_1(\omega) = \sum_{k=0}^{K-1} \binom{K-1+k}{k} \left(\sin^2 \frac{\omega}{2}\right)^k \left(\cos^2 \frac{\omega}{2}\right)^{K-k} \cdot f(\omega),$$

for an arbitrary trigonometric polynomial $f$. Daubechies proposed the “ansatz” function, $f(\omega) = \sum_{n=0}^{2K-1} f_n e^{-in\omega}$, and gave an effective solution for $m_0$. For details, consult Daubechies [105], also [104], pages 258-259.

Coiflets are less asymmetric than the wavelets from the DAUB or SYMM families. The price for this additional symmetry is paid by a larger support. The length of the support for coiflets is $3L - 1$ compared to $2L - 1$ for the standard Daubechies’ family. The filter has $3L$ non-zero taps.

Table 5.1.1 gives filter coefficients for the COIF2, COIF4, and COIF6 filters. Notice the shifted indices; indices for $L = 2$ and $L = 3$ range from $-2$ to $3$ and from
-4 to 7, respectively. For a general $L$, the indices range between $-L$ and $2L - 1$. Both scaling and wavelet functions have support $[-L, 2L - 1]$.

Pairs of scaling and wavelet functions are plotted in Fig. 5.1 for $L = 2, 4, 6, 8,$ and $10$. Notice that the scaling functions are almost symmetric — and yet they are compactly supported. The standard convention is to denote a coiflet by its filter length, say COIF3$L$. To preserve consistency with the DAUB and SYMM notations used before in which the number of vanishing moments enumerates the family, we use the notation COIF$L$.

### 5.2 BIORTHOGONAL WAVELETS

Cohen, Daubechies, and Feauveau [84] introduced biorthogonal wavelet bases. The construction in [84] is similar to construction of Daubechies’ compactly supported wavelets with the orthogonality condition relaxed.

Biorthogonal bases are defined as a pair of mutually orthogonal bases neither of which is an orthogonal basis. To illustrate the biorthogonality idea we give a simple

---

<table>
<thead>
<tr>
<th>index</th>
<th>COIF2</th>
<th>COIF4</th>
<th>COIF6</th>
</tr>
</thead>
<tbody>
<tr>
<td>-6</td>
<td>0</td>
<td>0</td>
<td>-0.003793512864381</td>
</tr>
<tr>
<td>-5</td>
<td>0</td>
<td>0</td>
<td>0.007782596425673</td>
</tr>
<tr>
<td>-4</td>
<td>0</td>
<td>0.016387336463204</td>
<td>0.023452696142077</td>
</tr>
<tr>
<td>-3</td>
<td>0</td>
<td>-0.041464936786872</td>
<td>-0.065771911281469</td>
</tr>
<tr>
<td>-2</td>
<td>$\frac{\sqrt{15} - 3}{2} \cdot \frac{\sqrt{2}}{32}$</td>
<td>-0.067372554723726</td>
<td>-0.06112339002973</td>
</tr>
<tr>
<td>-1</td>
<td>$\frac{1 - \sqrt{15}}{2} \cdot \frac{\sqrt{2}}{32}$</td>
<td>0.386110066822763</td>
<td>0.405176902409118</td>
</tr>
<tr>
<td>0</td>
<td>$\frac{3 - \sqrt{15}}{2} \cdot \frac{\sqrt{2}}{16}$</td>
<td>0.812723635449413</td>
<td>0.793777222626087</td>
</tr>
<tr>
<td>1</td>
<td>$\frac{\sqrt{15} + 3}{2} \cdot \frac{\sqrt{2}}{16}$</td>
<td>0.417005184423239</td>
<td>0.4284376373770</td>
</tr>
<tr>
<td>2</td>
<td>$\frac{\sqrt{15} + 13}{2} \cdot \frac{\sqrt{2}}{32}$</td>
<td>-0.076488599078281</td>
<td>-0.071799821619155</td>
</tr>
<tr>
<td>3</td>
<td>$\frac{9 - \sqrt{15}}{2} \cdot \frac{\sqrt{2}}{32}$</td>
<td>-0.050594344186464</td>
<td>-0.082301927106300</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0.023680171946848</td>
<td>0.034555027573298</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0.005611434819369</td>
<td>0.015880544863669</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>-0.001823208870911</td>
<td>-0.009007976136731</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>-0.000720549445520</td>
<td>-0.002574517688137</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>0</td>
<td>0.001117518770831</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>0</td>
<td>0.0000466216959821</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>0</td>
<td>-0.000070983302506</td>
</tr>
<tr>
<td>11</td>
<td>0</td>
<td>0</td>
<td>-0.000034599773197</td>
</tr>
</tbody>
</table>

Table 5.9 COIF2 - COIF6 filters with the indexing of taps.
Fig. 5.1 Coiflets with $L = 2, 4, 6, 8,$ and 10 vanishing moments. Filter lengths are $3L = 6, 12, 18, 24,$ and 30. Supports are $[-L, 2L - 1]$, respectively.
SOME GENERALIZATIONS

Example 5.2.1 Let $e_1 = (1, 0)$ and $e_2 = (\frac{1}{\sqrt{3}}, \frac{2}{\sqrt{3}})$ be a basis for $\mathbb{R}^2$. Let $T$ be the matrix in which $e_1$ and $e_2$ are rows. Then a dual basis can be obtained from the columns of matrix $T^{-1}$. From

$$T = \begin{bmatrix} 1 & 0 \\ \frac{1}{\sqrt{3}} & 0 \end{bmatrix}, \quad T^{-1} = \begin{bmatrix} 1 & 0 \\ \frac{1}{\sqrt{3}} & \frac{2}{\sqrt{3}} \end{bmatrix},$$

we find vectors forming the dual basis $\hat{e}_1 = (1, -\frac{1}{\sqrt{3}})$ and $\hat{e}_2 = (0, \frac{2}{\sqrt{3}})$. Observe that $e_i \hat{e}_j = \delta_{i,j}$ (from $T \cdot T^{-1} = I$), but the bases are not orthogonal.

What is the connection between the bases $(e_1, e_2)$ and $(\hat{e}_1, \hat{e}_2)$? If we fix a vector $a \in \mathbb{R}^2$, say, $a = (1, 1)$, then

$$(1, 1) = a_1 e_1 + a_2 e_2 = \left( a_1 + \frac{a_2}{\sqrt{3}} \right),$$

which has solutions $a_1 = 1 - \frac{1}{\sqrt{3}}$ and $a_2 = \frac{2}{\sqrt{3}}$. It is easy to verify that

$$\langle (1, 1), \hat{e}_1 \rangle = 1 - \frac{1}{\sqrt{3}} \quad \text{and} \quad \langle (1, 1), \hat{e}_2 \rangle = \frac{2}{\sqrt{3}}.$$

Thus in representing a vector in the basis $\{e_1, e_2\}$, the coefficients are calculated as inner products with counterpart vectors in the dual bases $\{\hat{e}_1, \hat{e}_2\}$.

Note that we could represent $(1, 1)$ as

$$(1, 1) = b_1 \hat{e}_1 + b_2 \hat{e}_2,$$

with $b_1 = \langle (1, 1), e_1 \rangle$ and $b_2 = \langle (1, 1), e_2 \rangle$ resulting from $(T \cdot T^{-1})' = I$.

Why might one choose non-orthogonal bases when a multitude of different orthogonal wavelet bases are available? The wavelets generated by a pair of quadrature mirror filters (resulting from an orthogonal multiresolution analysis) cannot simultaneously be both FIR and of linear phase, i.e., with a finite number of real and symmetric coefficients. The only exception is the Haar wavelet, but its shortcomings have already been discussed. Biorthogonal wavelets are often constructed to be symmetric and compactly supported. In some applications, notably in image processing,\(^3\)

\(^3\) It is believed that our visual system is more tolerant of symmetric discrepancies than it is of non-symmetric ones.
the symmetry of a decomposing wavelet is desirable. In addition, the technique for the construction of wavelet filters by taking the square root of $|m_0(\omega)|^2$ (as in the construction of Daubechies’ compactly supported wavelets, page 73) does not extend to the multivariate case. In a summary, the biorthogonal wavelet transformations offer more flexibility than standard orthogonal wavelet transformations at the expense of violating Parseval’s identity. In statistical applications, this expense may be forbidding since the biorthogonal transformation of normal noise on input results in a more complex object — a level-wise stationary random process. An illustration is given in Fig. 5.2. Panel (a) shows the autocorrelation function of a sequence of 8192 random normal $N(0, 1)$ numbers. The sequence, transformed by the biorthogonal wavelet bs2.2 exhibits a lag-correlation and heteroscedasticity. The autocorrelation function (ACF) of the first level of the output shows significant correlations at lags 1 and 2 [panel (b)]. The sample variances are 1.416718, 0.8817415, 0.778781, 0.772317, and 0.7548167, for the levels $d1 – d6$, respectively.

Biorthogonal wavelets arise naturally in several statistical applications. For example, given the covariance structure of a stationary time series it is possible to construct a wavelet basis as to fully de-correlate the input sequence. Such wavelet counterparts of Karhunen-Loève transformations are possible by utilizing biorthogonal wavelets. Wavelet-based deconvolution problems also call for biorthogonal bases, see Walter [439].

5.2.1 Construction of Biorthogonal Wavelets

In this section, we give a brief description of the construction of biorthogonal wavelets. Let

$$
\cdots \subset V_{-1} \subset V_0 \subset V_1 \subset \cdots \\
\cdots \subset \tilde{V}_{-1} \subset \tilde{V}_0 \subset \tilde{V}_1 \subset \cdots
$$

be two nested multiresolution ladders (primary and dual) such that translations of $\phi$, $\{\phi(\bullet - k), k \in \mathbb{Z}\}$, span $V_0$ and translations of $\hat{\phi}$, $\{\hat{\phi}(\bullet - k), k \in \mathbb{Z}\}$, span $\tilde{V}_0$. Also let

$$
\int \phi(x) \, \hat{\phi}(x - n) \, dx = \delta_n.
$$

The self-similarity of the subspaces $V_\ell$ and $\tilde{V}_\ell$ is expressed by a pair of scaling equations
**Fig. 5.2** An illustration of the violation of Parseval’s identity by a biorthogonal transformation. (a) The ACF of the normal $\mathcal{N}(0, 1)$ noise on the input. The sample size was 8192. (b) The ACF of the finest level of details in a biorthogonal transformation ($\text{bs2.2}$). Note significant 1- and 2-lag correlations.
\[
\phi(x) = \sum_k h_k \sqrt{2} \phi(2x - k), \\
\tilde{\phi}(x) = \sum_k \tilde{h}_k \sqrt{2} \tilde{\phi}(2x - k).
\]

The complement spaces \( W_0 \) (\( V_1 = V_0 \cup W_0 \)) and \( \tilde{W}_0 \) (\( \tilde{V}_1 = \tilde{V}_0 \cup \tilde{W}_0 \)) are spanned by families \( \psi(\bullet - k) \) and \( \tilde{\psi}(\bullet - k) \), respectively.

The functions \( \psi \) and \( \tilde{\psi} \) also satisfy the scaling equations,

\[
\psi(x) = \sum_k g_k \sqrt{2} \psi(2x - k), \\
\tilde{\psi}(x) = \sum_k \tilde{g}_k \sqrt{2} \tilde{\psi}(2x - k).
\]

The families \( \{ \phi_{jk}(x) = 2^{j/2} \phi(2^j x - k), \ k \in \mathbb{Z} \}, \{ \tilde{\phi}_{jk}(x), \ k \in \mathbb{Z} \}, \{ \psi_{jk}(x), \ k \in \mathbb{Z} \}, \{ \tilde{\psi}_{jk}(x), \ k \in \mathbb{Z} \} \) are bases for the spaces \( V_j, \tilde{V}_j, W_j \) and \( \tilde{W}_j \), respectively. The biorthogonality condition can be expressed in terms of inner products of basis functions:

\[
\int \phi_{jk}(x)\tilde{\psi}_{j'k'}(x) \, dx = \delta_{k-k'} \\
\int \psi_{jk}(x)\tilde{\phi}_{j'k'}(x) \, dx = 0 \\
\int \psi_{jk}(x)\tilde{\psi}_{j'k'}(x) \, dx = \delta_{j-j'} \delta_{k-k'}.
\]

The spaces \( V_0 \) and \( W_0 \) are not orthogonal; the “angle” \( ^4 \) is usually acute. Analogous results hold for the tilde-spaces.

In the Fourier domain, the scaling equations (5.2) become

\[
\Phi(\omega) = m_0 \left( \frac{\omega}{2} \right) \Phi \left( \frac{\omega}{2} \right), \\
\tilde{\Phi}(\omega) = \tilde{m}_0 \left( \frac{\omega}{2} \right) \tilde{\Phi} \left( \frac{\omega}{2} \right),
\]

where \( m_0(\omega) = \frac{1}{\sqrt{2}} \sum_n h_n e^{-in\omega} \) and \( \tilde{m}_0(\omega) = \frac{1}{\sqrt{2}} \sum_n \tilde{h}_n e^{-in\omega} \) are the primary and dual transfer functions.

\(^4\) The angle between multiresolution subspaces \( V_0 \) and \( W_0 \) is defined as: \( \varphi(V_0, W_0) = \inf_{v \in V_0} \| v \|, w \in W_0, \| w \| \), \( \max \| \cdot \| \).
The Fourier transformations of $\phi$ and $\tilde{\phi}$ are $\Phi(\omega) = \prod_{n=1}^{\infty} m_0(\frac{\omega}{2^n})$ and $\tilde{\Phi}(\omega) = \prod_{n=1}^{\infty} \tilde{m}_0(\frac{\omega}{2^n})$ and these products converge under mild assumptions about the rate of tail decay of $\phi$ and $\tilde{\phi}$. A set of conditions necessary to assure the convergence can be found in Cohen [83].

The functions $m_0$ and $\tilde{m}_0$ satisfy the biorthogonality condition

$$m_0(\omega) \tilde{m}_0(\omega) + m_0(\omega + \pi) \tilde{m}_0(\omega + \pi) = 1.$$  \hfill (5.5)

Let $m_1(\omega) = \frac{1}{\sqrt{2}} \sum_n g_n e^{-in\omega}$ and $\tilde{m}_1(\omega) = \frac{1}{\sqrt{2}} \sum_n \tilde{g}_n e^{-in\omega}$. Then,

$$m_1(\omega) = -e^{-i\omega} \tilde{m}_0(\omega + \pi),$$

$$\tilde{m}_1(\omega) = -e^{i\omega} m_0(\omega + \pi)$$ \hfill (5.6)

are solutions (not unique) of biorthogonal equations:

$$m_1(\omega) \tilde{m}_1(\omega) + m_1(\omega + \pi) \tilde{m}_1(\omega + \pi) = 1$$ \hfill (5.7)

and

$$m_0(\omega) \tilde{m}_1(\omega) + m_0(\omega + \pi) \tilde{m}_1(\omega + \pi) = 0.$$ \hfill (5.8)

From (5.6),

$$g_n = (-1)^n \hat{h}_{1-n} \quad \text{and} \quad \tilde{g}_n = (-1)^n h_{1-n}.$$  

Any $L_2(\mathbb{R})$ function can be represented in a biorthogonal basis as

$$f(x) = \sum_{jk} \langle f, \psi_{jk} \rangle \psi_{jk}(x) = \sum_{jk} \langle f, \tilde{\psi}_{jk} \rangle \tilde{\psi}_{jk}(x).$$

For more details on the construction of biorthogonal wavelets, we direct the reader to Cohen, Daubechies, and Feauveau [84].

5.2.2 B-Spline Wavelets

Next, we describe the construction of an important class of biorthogonal wavelets, B-spline wavelets. Readers interested in the details of spline wavelet bases are directed
to the monographs of Daubechies [104] and Chui [75].

The connection between splines and wavelets appears to be natural in the multiresolution framework. Let multiresolution spaces $V_j$ be spanned by functions that are piecewise polynomials of degree $N - 1$ on dyadic intervals $[k2^{-j}, (k - 1)2^{-j}]$, with $C^{N-1}$ continuity at the nodes (located at the endpoints of dyadic intervals). The family of B-splines provides generators for such spaces. The B-spline of order $M$ can be defined (probabilistically) as a density of the sum of $M$ i.i.d. uniform on $[0,1]$ random variables $X_1, \ldots, X_M$. The choice $M = 2$ corresponds to the “tent” function $\phi_2(x) = \max\{0, 1 - |x - 1|\}$. It is an easy exercise to show that in the Fourier domain

$$\Phi_M(\omega) = \left(\frac{\sin \frac{\omega}{2}}{\frac{\omega}{2}}\right)^M.$$

It is assumed that a B-spline is a dual-scaling function of order $\tilde{N}$. We distinguish two cases for values of $\tilde{N}$.

**Case 1.** $\tilde{N} = 2\tilde{l}$. By using the form of $\tilde{\Phi}_{\tilde{N}}(\omega)$, as given in (5.4), and the relation between $\tilde{m}_0$ and $\tilde{\Phi}_{\tilde{N}}$, we conclude that

$$\tilde{m}_0(\omega) = \left(\cos^2 \frac{\omega}{2}\right)^{\tilde{l}}.$$

We assume that $m_0$ has the form

$$m_0(\omega) = \left(\cos^2 \frac{\omega}{2}\right)^{\tilde{l}} P(\sin^2 \frac{\omega}{2})$$

for some polynomial $P$. The biorthogonality equation (5.5) becomes

$$(1 - y)^{l+\tilde{l}} P(y) + y^{l+\tilde{l}} P(1 - y) = 1 \quad \left[y = \sin^2 \frac{\omega}{2}\right],$$

which we recognize as the Bezout equation (see Lemma 3.4.2). One of its solutions is

$$P(y) = \sum_{m=0}^{l+\tilde{l}-1} \binom{l + \tilde{l} - 1 + m}{m} y^m,$$

which translates to
Case 2. $\tilde{N} = 2\tilde{l} + 1$. When $\tilde{N}$ is odd, $\tilde{m}_0(\omega)$ has the form

$$\tilde{m}_0(\omega) = \left(\cos \frac{\omega}{2}\right)^{2\tilde{l}+1} \sum_{m=0}^{\tilde{l}-1} \frac{(\tilde{l} + 1 + m)}{m!} \left(\sin^{2} \frac{\omega}{2}\right)^m.$$  

where the factor $e^{-i\omega/2}$ accounts for the symmetry of $\phi$ about $\frac{1}{2}$.  

By repeating the arguments from Case 1, we find that

$$m_0(\omega) = e^{-i\omega/2} \left(\cos \frac{\omega}{2}\right)^{2l+1} \sum_{m=0}^{l} \frac{(l + 1 + m)}{m!} \left(\sin^{2} \frac{\omega}{2}\right)^m.$$  

In both cases, the index $l$ is arbitrary; $N = 2l$ in Case 1 and $\tilde{N} = 2\tilde{l} + 1$ in Case 2. The notation $B \hat{S} \tilde{N} . N$ completely describes biorthogonal wavelets generated by B-splines. 

Fig. 5.3 gives a graphical representation of the scaling equations for $\hat{\phi}_2$. Notice a geometric proof of a scaling equation for $\hat{\phi}(x)$:

$$\hat{\phi}(x) = \frac{1}{2\sqrt{2}} \cdot \sqrt{2}\hat{\phi}(2x + 1) + \frac{1}{\sqrt{2}} \cdot \sqrt{2}\hat{\phi}(2x) + \frac{1}{2\sqrt{2}} \cdot \sqrt{2}\hat{\phi}(2x - 1). \quad (5.10)$$  

Fig. 5.4 gives biorthogonal pairs for $\tilde{N} = 2$ and $N = 2$ (top four panels), and $\tilde{N} = 3$ and $N = 3$ (bottom four panels). It is interesting that the BS2.2 scaling and wavelet functions are very irregular. They are infinite at all dyadics. Since dyadics are of measure 0 in $\mathbb{R}$ the scaling and wavelet functions are finite almost everywhere. However, since dyadics are dense in $\mathbb{R}$, a precise plot will not “look nice”. An interesting discussion on that issue can be found in Ragozin, Bruce, and Gao [348].  

A related family of semi-orthogonal wavelets, based on B-splines, have been introduced by Chui and Wang [76, 77]. Their primary and dual scaling and wavelet functions have an explicit form. If the primary functions are compactly supported, the duals are not — but the decay of duals is exponential. In the semi-orthogonal case $V_j = \tilde{V}_j$ and $W_j = \tilde{W}_j$, however, the primary and dual bases are different. The basis functions in $V_j$ and $W_j$ are not orthogonal but $W_j \perp V_j$ and $W_i \perp W_j$, $i \neq j$. See Unser, Aldroubi, and Eden [412, 413] for a related construction of biorthogonal families. 

Tian [402] and Tian and Wells [403] constructed coiflet-like biorthogonal wavelet bases in which the scaling functions possess vanishing moments. The family $bs2.2$ is a special case. Recently, Sweldens [392] demonstrated that biorthogonal wavelets
can be efficiently constructed and implemented by the lifting scheme procedure, see Section 5.8.

It is also possible to consider two or more scaling functions whose translates span the multiresolution space $V_0$. This idea leads to multiwavelets. The usual scaling equation $\phi(x) = \sum_{k \in \mathbb{Z}} h_k \sqrt{2} \phi(2x - k)$, becomes a matrix equation, where $h_k$s are matrices and $\phi(x)$ is a vector. An increased complexity, loss of commutativity, and existence of nilpotent elements are expenses for the freedom of using more than one scaling function. Multiwavelets can be symmetric, compactly supported and have an explicit and simple expression for the scaling and wavelet functions. Example 5.2.2 gives the dilation equation in a multiwavelet case.

Example 5.2.2 Haar’s Hat. Let $\phi_1(x)$ be Haar’s box function and let $\phi_2(x) = 2x - 1$. Then, the dilation equation has the matrix form

$$
\begin{bmatrix}
\phi_1(x) \\
\phi_2(x)
\end{bmatrix}
= 
\begin{bmatrix}
1 & 0 \\
-\frac{1}{2} & \frac{1}{2}
\end{bmatrix}
\begin{bmatrix}
\phi_1(2x) \\
\phi_2(2x)
\end{bmatrix}
+ 
\begin{bmatrix}
1 & 0 \\
\frac{1}{2} & \frac{1}{2}
\end{bmatrix}
\begin{bmatrix}
\phi_1(2x - 1) \\
\phi_2(2x - 1)
\end{bmatrix}.
$$

(5.11)

Geronimo, Hardin and Massopust [173] suggested construction of orthogonal and symmetric, compactly supported, continuous multiwavelets. Additional references
Fig. 5.4 Biorthogonal pairs of scaling and wavelet functions for the B-spline BS2.2 and BS3.3 bases. The coefficients $h$ and $\tilde{h}$ are given above figures of the primary and dual scaling functions.
on multiwavelets include Xia et al. [467], Strang and Nguyen [387], and Strang and Strela [388].

5.3 WAVELET PACKETS

An orthogonal multiresolution analysis leads to a multitude of orthogonal wavelet-like bases known as wavelet packets. They are linear combinations of wavelet functions and represent a powerful generalization of standard orthonormal wavelet bases. Wavelet packet libraries are rapidly constructible and searchable for the “best basis” for parsimonious representation of a given data set or an $L_2$ function.

Wavelet packets are introduced by Coifman and Meyer [89]. Some other important references are Coifman et al. [90, 91] and Wickerhauser [457].

We start with an example:

Example 5.3.1 The Walsh basis. Consider the scaling and wavelet functions from the Haar basis, $\phi(x) = \mathbf{1}(0 \leq x < 1)$ and $\psi(x) = \mathbf{1}(0 \leq x < 1/2) - \mathbf{1}(1/2 < x < 1)$, and define a system of functions in the recursive manner

$$
W_0(x) = \phi(x); \quad W_1(x) = \psi(x),
$$

$$
\ldots
$$

$$
W_{2n}(x) = W_n(2x) + W_n(2x - 1),
$$

$$
W_{2n+1}(x) = W_n(2x) - W_n(2x - 1), \quad n \geq 1.
$$

In the multiresolution analysis generated by $\phi(x)$,

$$
W_0(x) \in \mathcal{V}_0, \quad W_1(x) \in W_0
$$

$$
W_2(x), W_3(x) \in W_1
$$

$$
\ldots
$$

$$
W_{2m}(x), W_{2m+1}(x), \ldots, W_{2m+1-1}(x) \in W_m, \ldots
$$

and

$$
\text{span}\{W_{2m}(x), W_{2m+1}(x), \ldots, W_{2m+1-1}(x), \quad m \in \mathbb{Z}\} = W_m, m = 0, 1, \ldots
$$

Fig. 5.5 shows the first eight Walsh-basis functions at the level $j = 0$. The first two are Haar’s scaling and wavelet functions. The third and fourth, $W_2(x)$ and $W_3(x)$, span $W_1$, the subsequent four span $W_2$, and so on. Notice that $\psi_{10}(x) = \frac{1}{\sqrt{2}}(W_2(x) + W_3(x))$ and $\psi_{11}(x) = \frac{1}{\sqrt{2}}(W_3(x) - W_2(x))$.

Walsh’s functions are simple linear combinations of Haar’s functions – why then
Some Generalizations

walsh function $w(0,0,0)$

walsh function $w(0,1,0)$

walsh function $w(0,2,0)$

walsh function $w(0,3,0)$

walsh function $w(0,4,0)$

walsh function $w(0,5,0)$

walsh function $w(0,6,0)$

walsh function $w(0,7,0)$

Fig. 5.5 Walsh bases functions $W_{n}(x) = W_{0,n,0}(x)$, $n = 0, 1, \ldots, 7$. Notice that the index $n$ corresponds to the number of zeroes of the basis function. The triple subscript notation is explained in (5.13).
is the Walsh basis needed? Functions that exhibit oscillatory behavior (e.g., sound signals) can, in general, be represented more efficiently in the Walsh system than in the Haar system. Fig. 5.6 illustrates this efficiency. Panel (a) depicts a sound signal (part of the word *armadillo*).

Panel (b) gives Haar and Walsh reconstructions from the 40 best coefficients. Notice that the Walsh-based approximation follows the original function more closely. Also, the local high-frequency features can be explained well by a single Walsh function. A comparable description in the Haar basis function requires several basis functions [approximations between observations 200 and 250, in Fig. 5.6(b) illustrate the point].

### 5.3.1 Basic Properties of Wavelet Packets

Wavelet packets generalize orthogonal wavelets the same way the Walsh basis generalizes the Haar basis. Next we describe construction of wavelet packets.

Let $h$ and $g$ be a fixed pair of quadrature mirror filters connected with an orthogonal multiresolution analysis [see (3.34)]. Define the following sequence of functions:

$$
\mathcal{W}_{2n}(x) = \sum_{k} h_k \sqrt{2} \mathcal{W}_n(2x - k), \\
\mathcal{W}_{2n+1}(x) = \sum_{k} g_k \sqrt{2} \mathcal{W}_n(2x - k), \quad n = 0, 1, 2, \ldots \tag{5.12}
$$

and assume that $\int \mathcal{W}_0(x) \, dx = 1$.

The functions $\mathcal{W}_0(x)$ and $\mathcal{W}_1(x)$ are well-known. They are the scaling and wavelet functions, $\phi(x)$ and $\psi(x)$, respectively, corresponding to quadrature mirror filters $h$ and $g$.

**Definition 5.3.1** The library of all packet functions (the packet table) is the set of all functions

$$
\mathcal{W}_{j,n,k}(x) = 2^{j/2} \mathcal{W}_n(2^j x - k), \quad (j, n, k) \in \mathbb{Z} \times \mathbb{N} \times \mathbb{Z}. \tag{5.13}
$$

A wavelet packet basis of $L_2$ is any orthogonal basis selected from the packet table. Each basis is indexed by a subset of indices: $j$ – the scaling parameter, $n$ – the oscillation (sequency) parameter, and $k$ – the translation parameter.

The following theorem shows that wavelet packets can form an orthogonal basis without scaling ($j = 0$).

---

5 It is an easy exercise to check that the selection of $N$ coefficients with the largest energy minimizes mean square error (MSE) in the class of all approximations obtained by retaining $N$ coefficients only. So “the bigger – the better” rule applies.
Fig. 5.6  (a) Sound data. (b) Best 40 coefficients approximation for the Haar basis (upper panel) and the Walsh basis (bottom panel).
Theorem 5.3.1  The family of functions \( \{W_n(x-k), n \in \mathbb{N}, k \in \mathbb{Z}\} \) is an orthonormal basis of \( L_2(\mathbb{R}) \).

Proof: The proof is by induction on \( m \). When \( m = 0 \) and \( n = 0 \),
\[
W_0(x) = \phi(x),
\]
and \( \{W_0(x-k), k \in \mathbb{Z}\} \) is an o.n. basis for \( V_0 \). For a fixed \( m > 0 \), assume that
\[
\{W_n(x-k), 0 \leq n < 2^m, k \in \mathbb{Z}\}
\]
is an orthonormal basis for \( V_m \). Then,
\[
\{\sqrt{2}W_n(2x-k), 0 \leq n < 2^m, k \in \mathbb{Z}\} \tag{5.14}
\]
is an orthonormal basis for \( V_{m+1} \). But the scaling equations (5.12) can be rewritten [as in (4.2)] as
\[
W_{2n}(x-k) = \sqrt{2} \sum_{l} h_{2k-2l} W_n(2x-l),
\]
\[
W_{2n+1}(x-k) = \sqrt{2} \sum_{l} g_{2k-2l} W_n(2x-l),
\]
and so (5.14) becomes
\[
\{W_n(x-k), 0 \leq n < 2^{m+1}, k \in \mathbb{Z}\},
\]
which completes the induction step. The statement of the theorem follows if we let \( m \to \infty \).

Wavelet packets can also be introduced by using a simple algorithmic and intuitive construction in the Fourier domain. Standard wavelet transformations correspond to a particular sequence of applications of low- and high-pass filters applied to the signal on input. Applications of low- and high-pass filters in an arbitrary order will transform the function or data set on input to a wavelet packet table, an object containing a multitude of different orthogonal wavelet packet bases. We will formalize this statement next.

Let \( n = \sum_j \epsilon_j 2^{j-1} = \epsilon_1 + 2\epsilon_2 + 4\epsilon_3 + \cdots + \epsilon_j 2^{j-1}, \epsilon_j = 0 \) or \( 1 \). Let \( m_0(\omega) = \frac{1}{\sqrt{2}} \sum_k h_k e^{-ik\omega} \) and \( m_1(\omega) = \frac{1}{\sqrt{2}} \sum_k g_k e^{-ik\omega} = -e^{ik\omega} m_0(\omega + \pi) \).

Then, the function \( W_n(x) \) has the Fourier transformation
\[ \hat{W}_n(\omega) = \prod_{j=1}^{\infty} m_{x_j} \left( \frac{\omega}{2^j} \right). \]

Recall that \( m_0(\omega) \) and \( m_1(\omega) \) are connected with \( H \) and \( G \) operators, respectively. The order of the application of \( H \) and \( G \) is determined by \( n \). For example, \( n = 10 = 0 \cdot 2^0 + 1 \cdot 2^1 + 0 \cdot 2^2 + 1 \cdot 2^3 + 0 \cdot 2^4 + 0 \cdot 2^5 + \cdots \) corresponds to the sequence \( HGHGHH \ldots \).

The following results (proofs can be found in Coifman, Meyer and Wickerhauser [91] or Wickerhauser [457]) describe some particular orthogonal wavelet packet bases.

**Theorem 5.3.2** The system of functions \( \{W_{j,n,k}(x) = 2^{j/2} W_n(2^j x - k), j \in \mathbb{Z}, k \in \mathbb{Z}\} \) constitutes an orthonormal basis of \( L^2(\mathbb{R}) \) for any \( n \) such that

\[ 2^m \leq n < 2^{m+1}, \ m \geq 0 \text{ fixed}. \]

**Theorem 5.3.3** (General wavelet packets) Let the collection \( \{j, n\} \in \mathbb{P} \subset \mathbb{Z} \times \mathbb{N} \) be such that the dyadic intervals \( I_{j,n} = \{[2^j n, 2^{j(n+1)})\}, \{j, n\} \in \mathbb{P}\) constitute a disjoint, countable covering of the interval \([0, \infty)\). Then, the family \( \{W_{j,n,k}(x), (j, n) \in \mathbb{P}, k \in \mathbb{Z}\} \) is a complete orthonormal basis of \( L^2(\mathbb{R}) \).

Any \( L^2 \) function \( f \) now can be represented as

\[ f(x) = \sum_{(j, n) \in \mathbb{P}} \sum_{k \in \mathbb{Z}} w_{j,n,k} W_{j,n,k}(x), \]

where the set of indices \( \mathbb{P} \) is as in Theorem 5.3.3.

### 5.3.2 Wavelet Packet Tables

The multitude of all possible wavelet packet coefficients (or equivalently, wavelet packet basis functions, since the correspondence is 1–1) can be organized in tabular form. Assume that the data vector has length \( 2^J \), for some fixed \( J > 0 \). Extensions to more general lengths can be found in Wickerhauser [457]. The vectors \( w_j,n = (w_{j,n,0}, w_{j,n,1}, \ldots, w_{j,n,2^J-1}) \) will be called crystals and the elements of crystals, \( w_{j,n,k} \), will be called atoms. The discrete data set is conventionally assigned to \( w_{j,0} \).

Fig. 5.7 and Fig. 5.8 represent a wavelet packet table of depth 3 and two wavelet packet bases (functions associated with shaded rectangles). Standard wavelet bases
**Fig. 5.7** Crystals $w_{j,n} = (w_{j,n,0}, w_{j,n,1}, \ldots, w_{j,n,2^j-1})$, $0 \leq j \leq J$, $0 \leq n \leq 2^{j-J} - 1$ constitute the wavelet packet table. The data set is $w_{J,0} = (w_{0,0,0}, \ldots, w_{0,0,2^{J-1}})$. Here $J = 3$ and shaded crystals corresponds to a standard wavelet decomposition.

**Fig. 5.8** A general wavelet packet basis of depth 3. Note that the informal “vertical projection rule” (page 140) is satisfied.
are special cases of wavelet packet bases. One example corresponding to the choice $n = 0$, $j = 0$ and $n = 1$, $1 \leq j \leq 2$, is given in Fig. 5.7.

Fig. 5.9(a) gives another graphical representation of a wavelet packet configuration that is an orthonormal basis. The wavelet packet in panel (a) contains $w_{2,0} = \mathcal{H}\mathcal{H} w_{2,0}$, $w_{2,4} = \mathcal{G}\mathcal{H} w_{2,6}$, $w_{1,11} = \mathcal{G}\mathcal{G}\mathcal{G} w_{5,0}$, $w_{1,14} = \mathcal{G}\mathcal{G}\mathcal{H} w_{5,0}$, $w_{0,1}$, $w_{0,3}$, $w_{0,17}$, and $w_{0,18}$. Expressions for crystals for $j = 0$, in terms of $\mathcal{H}$, $\mathcal{G}$ and $w_{5,0}$, are left as an exercise [see Exercise 5.11(a)].

Panel (b) corresponds to a set of functions which is not a basis. There is a simple informal “rule” to decide if a set of crystals constitutes a basis.

**Vertical Line Rule.** An arbitrary vertical line intersecting the packet table intersects the shaded box exactly once. More than one intersection results in redundancy while no-intersection results in non-completeness.

### 5.4 BEST BASIS SELECTION

To define the best basis we first have to define the criteria upon which the bases will be judged. Such criteria are usually expressed in the form of a cost functional $\mathcal{C}$ that maps bases into $\mathbb{R}^+$. Let $\mathcal{L}$ be a library of bases (a wavelet packet table is just one example) and let $x$ be the data.
Definition 5.4.1 Given \( x, \) the cost of the basis \( B \) is \( C(Bx), \) where \( Bx \) is the representation of \( x \) in the basis \( B. \)

The cost functions are often selected to satisfy the additivity requirement. Let \( x = (x_1, x_2, \ldots) \). Then,

\[
C(x) = \sum_i \mu(|x_i|),
\]

(5.15)

where \( \mu \) is a function such that \( \mu(0) = 0. \)

It is assumed that the series in (5.15) converges absolutely, so that the value of \( C(x) \) is not affected by the order of summation. Additivity of the cost functional in (5.15) is crucial for fast implementation of the algorithm that searches for the best basis in the library of all bases generated by the wavelet packet table.

Example 5.4.1 For the data set \( y = (1, 0, -3, 2, 1, 0, 1, 2) \) [Example 4.1.2] the Haar-based wavelet packet table of depth 3 (maximum depth since the sample size is 8) is constructed. The emphasized basis in the first table corresponds to the wavelet transformation. The basis in the second table is selected to minimize the threshold cost [(5.18), \( \lambda = 1 \)].

\[
\begin{array}{ccccccccc}
1 & 0 & -3 & 2 & 1 & 0 & 1 & 2 \\
1/\sqrt{2} & -1/\sqrt{2} & 1/\sqrt{2} & 3/\sqrt{2} & 1/\sqrt{2} & 5/\sqrt{2} & 1/\sqrt{2} & 1/\sqrt{2} \\
0 & 2 & 1 & 1 & -2 & 0 & 3 & 1 \\
\sqrt{2} & -\sqrt{2} & 0 & \sqrt{2} & -\sqrt{2} & -\sqrt{2} & 2 \sqrt{2} & \sqrt{2} \\
\end{array}
\]

\[
\begin{array}{ccccccccc}
1 & 0 & -3 & 2 & 1 & 0 & 1 & 2 \\
1/\sqrt{2} & -1/\sqrt{2} & 1/\sqrt{2} & 3/\sqrt{2} & 1/\sqrt{2} & 5/\sqrt{2} & 1/\sqrt{2} & 1/\sqrt{2} \\
0 & 2 & 1 & -1 & -2 & 0 & 3 & 1 \\
\sqrt{2} & -\sqrt{2} & 0 & \sqrt{2} & -\sqrt{2} & -\sqrt{2} & 2 \sqrt{2} & \sqrt{2} \\
\end{array}
\]

5.4.1 Some Cost Measures and the Best Basis Algorithm

Next, we define some popular cost measures and give an algorithmic description of the best basis selection procedure.
Definition 5.4.2 The entropy cost function of a vector $x = (x_1, \ldots, x_n)$ is

$$E(x) = - \sum_{i=1}^{n} p_i \cdot \log p_i,$$  \hspace{1cm} (5.16)

where $p_i = |x_i|^2 / \|x\|^2$.

Since $\sum_i p_i = 1$ and $p_i \geq 0$ by construction, the measure $E$ is Shannon’s entropy of the discrete probability distribution $\{p_1, \ldots, p_n\}$.

The functional $E(x)$ is not additive but the related functional

$$C_1(x) = - \sum_{i=1}^{n} |x_i|^2 \log |x_i|^2$$ \hspace{1cm} (5.17)

is. Minimizing (5.16) is equivalent to minimizing (5.17).

Some other popular cost functionals are

**Threshold Cost Functional.** Given the threshold $\lambda > 0$, the cost of $x$ is the number of components $x_i$ whose absolute value is bigger than $\lambda$.

$$C(x) = \sum_i \mathbf{1}(|x_i| \geq \lambda).$$ \hspace{1cm} (5.18)

**$\ell_p$-Norm Cost Functional** ($0 < p < 2$). The $\ell_p$-norm cost functional is given by

$$C(x) = \|x\|_{\ell_p}^p = \sum_i |x_i|^p.$$  \hspace{1cm}

Notice that for $p = 2$ all costs are the same because of the energy preserving property.

**Sure Cost Functional.** The following cost functional is based on the Stein unbiased risk estimator (SURE),

$$C(x) = \sigma^2 [n - 2 \sum_i \mathbf{1}(|x_i| > \sigma \lambda) + \sum_i \min\{(x_i / \sigma)^2, \lambda^2\}].$$ \hspace{1cm} (5.19)

The Sure cost is useful in selecting a good basis for denoising tasks. The choice $\lambda = \sqrt{2\log(n \log_2 n)}$ (shrinkage threshold) was proposed by Donoho and Johnstone [125]. The parameter $\sigma$ in (5.19) can be replaced by an estimator in practical applications.
The entropy cost functional \( C_1 \) is predominantly used in applications because of its good discrimination properties.

A search for the best basis can be done in any family of bases. However, the tree structure of wavelet packet tables makes the search algorithms efficient. This efficiency adds to the attractiveness of wavelet packet libraries in applications.

Now we will outline a general algorithm for finding the best basis. Suppose that the data \((w_{J/0})\) are of length \(2^J\) and that the depth of the packet table is \(\leq J\). Let \( C \) be an additive cost and let \( C(w_{j,n}) \) be the cost of the crystal \( w_{j,n} \). Let \( w_{j-1,2n} \) and \( w_{j-1,2n+1} \) be the children crystals of \( w_{j,n} \).

The algorithm leading to the best basis can be described as follows.

- **STEP 0.** Order all crystals \( w_{j,n} \) from the wavelet packet table into a library \( \mathcal{L} \). The set \( B \) of crystals comprising the best basis is empty.

- **STEP 1.** Consider the first (in the order of STEP 0) crystal \( w_{j,n} \) in \( \mathcal{L} \) as a candidate for \( B \). If there are no crystals available in \( \mathcal{L} \) then STOP.

- **STEP 2.** If \( j = 0 \) or \( C(w_{j,n}) \leq C(w_{j-1,2n}) + C(w_{j-1,2n+1}) \), then go to **STEP 3**. Else discard \( w_{j,n} \) from \( \mathcal{L} \) and return to **STEP 1**.

- **STEP 3.** Move the crystal \( w_{j,n} \) to \( B \). Exclude all crystals in \( \mathcal{L} \) for which \( w_{j,n} \) is an “ancestor.” Return to **STEP 1**.

In the search for the best basis, comparisons are always made between two adjacent generations in the library tree. Therefore, the complexity of the search is proportional to the number of nodes in the tree, which is \( O(n) \) for inputs of length \( n \).

**Example 5.4.2** To illustrate the best basis selection, we consider \( n = 128 \) observations \((J = 7)\) from the sea-level data set (see Percival and Mofjeld [337]).

A wavelet packet table of depth 4 was calculated using the DAUB2 wavelet. The best basis was selected using the entropy cost function. Fig. 5.10 is produced by S+WAVELETS’ EDA-plot. The MRA subspaces are indexed according to Mallat’s convention (see page 52). The top left panel gives the cost table. The top right panel gives the corresponding best basis. The bottom left panel gives the box plots for the coefficients from each level, the DWT, and the best basis. Finally, the bottom right panel gives the energy plot. This plot compares how the energy is “disbalanced” in the original data, the DWT, the single best level (which corresponds to a basis), and the best basis.

Notice that the best basis does not include crystals from levels \( j = 6 \) and \( j = 5 \).
Fig. 5.10 S+WAVELETS’ EDA-plot for wavelet-packet-processed the sea-level data sequence of length $n = 128$. 
5.5 $\varepsilon$-DECIMATED AND STATIONARY WAVELET TRANSFORMATIONS

Critical sampling defines wavelet expansions of the form $\sum_{j,k \in \mathbb{Z}} d_{jk} 2^{j/2} \psi(2^j x - k)$. Observe that when $j = 0$, the shifts are of size 1. In the next finer level, $j = 1$, the shifts are of size $\frac{1}{2}$, and so on. Though such level-dependence of sampling rates gives good time-scale resolution, as previously discussed, it is responsible for non-stationarity of wavelet transformations. In other words, the wavelet transformation of a shifted data set is not a shift of the wavelet transformation of the original data set.

To preserve stationarity one can retain the finest sampling rate at all scales, which can be done by an overcomplete transformation

$$\sum_{j,k \in \mathbb{Z}} d_{jk} \psi(2^j (x - k)).$$

(5.20)

Operationally, this is equivalent to not performing decimation steps in the process of wavelet decomposition. Because of this, the expansion in (5.20) is sometimes called non-decimated.

Stationary wavelet transformation was introduced by Dutilleux [138] by utilizing the à trous algorithm (see the footnote on page 55). Fast algorithmic implementation was discussed in Shensa [375]. Coifman and Donoho [88], Mallat and Hwang [278], Nason and Silverman [311], and Pesquet, Krim, and Carfantan [339] are related references on the theory and application of stationary transformations.

5.5.1 $\varepsilon$-Decimated Wavelet Transformation

First, we outline some notation and then introduce the $\varepsilon$-decimated wavelet transformation. In this section, we will use the compact notation introduced by Nason and Silverman in [311].

Let $S^k : \ell(\mathbb{Z}) \mapsto \ell(\mathbb{Z})$ be the shift operator defined coordinate-wise as

$$(S^k a)_n = a_{n+k}$$

and let

$${\mathcal{D}}_0 = [\downarrow 2] \quad \text{and} \quad {\mathcal{D}}_1 = [\downarrow 2] \ S$$

be a pair of decimation operators, see (4.5). Operators $\mathcal{D}_0$ and $\mathcal{D}_1$ decimate by retaining values at even and odd indices, respectively. The operator $\mathcal{D}_0$ was used earlier; a single step in a wavelet decomposition was defined as an action of filters $\mathbf{H}$ and $\mathbf{G}$ followed by decimation,
The reconstruction step was
\[ c^{(j)} = R(c^{(j-1)}, d^{(j-1)}) = R_0(c^{(j-1)}, d^{(j-1)}) \]

Decimation by \( D_0 \) was simply a convention. An orthogonal decomposition can be obtained by applying \( D_1 \) in (5.21),

\[ c_1^{(j-1)} = D_1 H c^{(j)} \quad \text{and} \quad d_1^{(j-1)} = D_1 G c^{(j)} \]

with the reconstruction step
\[ c^{(j)} = R_1(c_1^{(j-1)}, d_1^{(j-1)}) \]

Vectors \( c_1^{(j-1)} \) and \( d_1^{(j-1)} \) are different from \( c^{(j-1)} \) and \( d^{(j-1)} \), but the underlying transformation is still orthogonal.

By permuting \( D_0 \) and \( D_1 \) in the sequence of consecutive decimations in a wavelet decomposition, one obtains the so-called \( \epsilon \)-decimated wavelet transformation which is also an orthogonal transformation. The name \( \epsilon \)-decimated comes from the binary representation \( \epsilon_0 \epsilon_1 \ldots \epsilon_{J-1} \) of a number \( \epsilon \).

The following result connects the standard and \( \epsilon \)-decimated discrete wavelet transformations.

**Theorem 5.5.1** [311] Let \( \epsilon \) be an integer whose binary representation is

\[ (\epsilon)_2 = \epsilon_0 \epsilon_1 \ldots \epsilon_{J-1} \]

Then the coefficients in \( c^{(J)} \) and \( d^{(J)} \) in the \( \epsilon \)-decimated transformation are all shifted versions of the coefficients in the ordinary DWT applied to the shifted sequence \( S^\epsilon(c^{(j)}) \).

**Proof:** Fix any \( j \) and let \( s_1 \) and \( s_2 \) be integers with binary representations \( \epsilon_0 \epsilon_1 \ldots \epsilon_{j-1} \) and \( \epsilon_{j-1} \epsilon_{j+1} \ldots \epsilon_{J-1} \), respectively.

In the standard DWT,

\[ d^{(j)} = D_0 G (D_0 H)^{J-j-1} c^{(J)} \]

In the \( \epsilon \)-decimated case,
\[
\tilde{d}^{(j)} = D_{s,j} G \tilde{H}_{s,j+1} \ldots \tilde{H}_{s,1} \tilde{c}^{(J)} \\
= D_0 S^s G D_0 S^{s+1} \tilde{H} \ldots D_0 S^{s-J+1} \tilde{H} \tilde{c}^{(J)} \quad \text{[because } D_1 = D_0 S^1] \\
= D_0 G (D_0 \tilde{H})^{J-J-1} S^s c^{(J)} \quad \text{[because } SD_0 = D_0 S^2].
\]

Now apply the operator \( S^s \). We obtain

\[
S^s \tilde{d}^{(j)} = S^s D_0 G (D_0 \tilde{H})^{J-J-1} S^s c^{(J)} \\
= D_0 G (D_0 \tilde{H})^{J-J-1} S^s c^{(J)},
\]

since \( s = 2^{J-J+1} s_1 + s_2 \). Thus, \( \tilde{d}^{(j)} \) shifted by an amount \( s_1 \) is the \( j \)th detail sequence of the standard DWT applied to the original data shifted by an amount \( s \). The corresponding result for \( \tilde{c}^{(j)} \) can be derived in a similar manner.

Therefore, it follows that the \( \epsilon \)-decimated transformation can be obtained as a standard DWT of the shifted argument. The choice of \( \epsilon \) corresponds to the choice of “origin” with respect to which basis functions are defined.

### 5.5.2 Stationary (Non-Decimated) Wavelet Transformation

Next we describe the stationary or non-decimated wavelet transformation.

For quadrature mirror filters \( \tilde{h} \) and \( \tilde{g} \), we define up-sampled filters \( \tilde{h}^{[r]} \) and \( \tilde{g}^{[r]} \) in a recursive way:

\[
\tilde{h}^{[0]} = \tilde{h}, \quad \tilde{g}^{[0]} = \tilde{g} \\
\tilde{h}^{[r]} = [\uparrow 2] \tilde{h}^{[r-1]}, \quad \tilde{g}^{[r]} = [\uparrow 2] \tilde{g}^{[r-1]}.
\]

For example, the dilated filter \( \tilde{h}^{[r]} \) is obtained by inserting zeroes between the taps in \( \tilde{h}^{[r-1]} \).

Let \( \tilde{H}^{[r]} \) and \( \tilde{G}^{[r]} \) be convolution operators with filters \( \tilde{h}^{[r]} \) and \( \tilde{g}^{[r]} \), respectively. A stationary wavelet transformation is defined as a sequential application of operators (convolutions) \( \tilde{H}^{[j]} \) and \( \tilde{G}^{[j]} \).

**Definition 5.5.1** Let \( \tilde{a}^{(J)} = \tilde{c}^{(J)} \) and

\[
\tilde{a}^{(j-1)} = \tilde{H}^{[J-J-1]} \tilde{a}^{(j)}, \\
\tilde{b}^{(j-1)} = \tilde{G}^{[J-J-1]} \tilde{a}^{(j)}.
\]

The stationary wavelet transformation of \( \tilde{c}^{(J)} \) is \( \tilde{b}^{(J-1)}, \tilde{b}^{(J-2)}, \ldots, \tilde{b}^{(J-j)}, \tilde{a}^{(J-j)} \), for some \( j \in \{1, 2, \ldots, J\} \), which is the depth of the transformation.
If the length of an input vector \( c^{(l)} \) is \( 2^j \), then for an arbitrary \( 0 \leq m < J \), \( a^{(m)} \) and \( b^{(m)} \) are of the same length.

The operator \((H^{[j]}, G^{[j]})\) is not orthogonal but \((D_0 H^{[j]}, D_0 G^{[j]})\) and \((D_1 H^{[j]}, D_1 G^{[j]})\) are each orthogonal. The first pair of transformations produces values at even indices in \( a^{(j-1)} \) and \( b^{(j-1)} \) and the second produces the values at odd indices. Let \( R_{0}^{[j]} \) and \( R_{1}^{[j]} \) be their inverse transformations. Then,

\[
a^{(j)} = R^{[j]}(a^{(j-1)}, b^{(j-1)}),
\]

for \( R^{[j]} = (R_{0}^{[j]} + R_{1}^{[j]})/2 \).

Because \( D_{1} = D_{0} S \) and \( S \) commutes with \( H^{[j]} \) and \( G^{[j]} \), it follows that \( R_{1}^{[j]} = S^{-1} R_{0}^{[j]} \). Since

\[
D_0' H^{[r]} = H D_0' \quad \text{and} \quad D_0' G^{[r]} = G D_0',
\]

it follows that

\[
D_0' R_0^{[r]} = R_0 D_0'.
\]

It is easy to see that the stationary wavelet transformation contains the coefficients of \( \epsilon \)-decimated transformations for every choice of \( \epsilon \).

Let \( s_1 \) and \( s_2 \) be as in the proof of Theorem 5.5.1. Let \( d^{(j)} \) be the \( j \)th detail obtained from the \( \epsilon \)-decimated transformation of \( c^{(j)} \). Then, for any \( j \),

\[
S^{-s_1} D_0^{j-s_1} S^{s_2} b^{(j)} = D_0^{j-s_1} S^{s_2} b^{(j)}
= D_0^{j-s_1} G^{[j-s_1]} H^{[j-s_1+1]} \cdots H^{[s_2]} S^{s_2} c^{(j)}
= D_0 G D_0^{j-s_1} H^{[j-s_1+1]} \cdots H S^{s_2} c^{(j)}
= D_0 G D_0 H D_0^{j-s_1} H^{[j-s_1+1]} \cdots H S^{s_2} c^{(j)}
= \cdots
= D_0 G (D_0 H)^{j-s_1} S^{s_2} c^{(j)} = d^{(j)}.
\]

Example 5.5.1 Let \( \phi_j(x) = \phi_j,0(x) \) and \( \psi_j(x) = \psi_j,0(s) \). If the data sequence \( c^{(j)} \) is associated with the function \( f(x) = \sum_k c^{(j)}(k) \phi_j(x - 2^{-j} k) \) then the \( k \)th coordinate of \( b^{(j)} \) is equal to

\[
b_{jk} = \int \psi_j(x - 2^{-j} k) f(x) \, dx.
\]
Fig. 5.11  (a) Non-decimated wavelet transformation of a sampled blocks signal, $n = 128$. (b) Level $d3$ for the non-decimated and the standard wavelet transformations. The SYMM4 wavelet was used in the decompositions.
Thus, the coefficient $b_{jk}$ gives information at the scale $2^{j-k}$ and the location $k$. There is no restriction on the steps of increase of $k$ by the scale. Therefore, the stationary transformation “fills the gaps” between the coefficients in any particular $\varepsilon$-decimated transformation. See further discussion and some applications in [311].

Example 5.5.2 Fig. 5.11 depicts a nondecimated wavelet transformation of the blocks. The blocks, like the doppler, is a test-signal from the battery of four signals proposed by Donoho and Johnstone. Formulae given of the test signals are given in [126]. See also Donoho et al. [132]. The signal is sampled at $n = 128$ equally spaced points. The non-decimated decomposition was performed by the SYMM4 wavelet. Notice that all levels have $128$ coefficients, which is the size of the original data. The decomposition with four detail spaces, plus the “smooth” space, denoted by $d_{1/2}$ and $s_{4}$, respectively, will have $5 \cdot 128 = 640$ coefficients.

5.6 PERIODIC WAVELET TRANSFORMATIONS

Wavelet bases are usually defined on $L_{2}(\mathbb{R})$. However, in some applications it is natural to use an orthogonal system that spans $L_{2}([a, b])$, where $[a, b] \subset \mathbb{R}$. Examples include the estimation of functions with compact support. Without loss of generality, it is assumed that $[a, b] \equiv [0, 1]$. The Haar basis is a natural orthonormal basis on $[0, 1]$; it is only necessary to restrict the shift parameter: $0 \leq k < 2^{j}$, where $j$ is determined by the index in $V_{j}$.

Restricting the shift parameter $k$ for other wavelet bases does not work, because the support of some basis functions will be necessarily shared by $[0, 1]$ and $\mathbb{R}\setminus[0, 1]$.

To alleviate this problem, several solutions have been proposed. All proposed constructions preserve the original basis functions when their supports lie between the boundary points. Close to the boundaries the basis functions are modified to preserve orthogonality and provide good behavior at the boundaries. Unfortunately, an intuitive connection between the data and the wavelet coefficients for such modified wavelet bases can be lost and unwanted artifacts can be introduced. The most satisfactory solution to this problem was suggested by Cohen, Daubechies, and Vial [86] where boundaries are treated with a pre-conditioning step. See also Cohen et al. [85]. The pre-conditioning step involves applying a linear transform onto the data near the boundaries in such a way that polynomial data have the coefficients of a polynomial in $V_{0}$ space. That ensures that smooth functions will have small coefficients near the boundaries.

Next, we provide some results on periodized wavelets, modifications of standard wavelet bases constrained to $L_{2}([0, 1])$. More details can be found in Jaffard and Laurencot [213] and Restrepo, Leaf, and Schlossnagle [352]. Unless $f$ is already a periodic function, periodized wavelets will introduce edge effects at the endpoints $x = 0$ and $x = 1$.

Periodized wavelets are defined by the following transformation of the scaling and wavelet functions:
Fig. 5.12 Periodized DAUB2 wavelets: (a) scaling function, and (b) wavelet function.

\[ \phi_{jk}^{\text{per}}(x) = \sum_m \phi_{jk}(x - m), \quad (5.21) \]

and

\[ \psi_{jk}^{\text{per}}(x) = \sum_m \psi_{jk}(x - m). \quad (5.22) \]

Fig. 5.12 depicts a periodized scaling function [panel (a)] and wavelet function [panel (b)] for the DAUB2 family.

The functions from (5.21-5.22) generate a curtailed multiresolution ladder:

\[ V_0^{\text{per}} \subset V_1^{\text{per}} \subset V_2^{\text{per}} \subset \cdots \quad (5.23) \]

in which the spaces \( V_j^{\text{per}} \) are spanned by \( \phi_{jk}^{\text{per}} \). As expected,

\[ W_j^{\text{per}} \oplus V_j^{\text{per}} = V_{j+1}^{\text{per}}, \]

and the spaces \( W_j^{\text{per}} \) are spanned by \( \psi_{jk}^{\text{per}} \).

Negative values for \( j \) are not necessary in the multiresolution sequence (5.23) because of the following results.

**Result 1.** \( \phi_{00}^{\text{per}}(x) = \phi_{00}^{\text{per}}(x) = 1. \)
Indeed, \( \phi^{\text{per}}(x) = \sum_n \phi(x - m) = 1 \) follows from the Strang-Fix condition, see Example 3.5.1.

**Result 2.** If \( j \leq 0 \), then \( \phi^{\text{per}}_{jk}(x) = 2^{-j/2} \).

The proof is obtained by induction.

\[
\phi^{\text{per}}_{-1,k}(x) = \sum_m \phi_{-1,k}(x - m) = \sum_m 2^{-1/2} \phi \left( \frac{x}{2} - \frac{m}{2} - k \right)
= 2^{-1/2} \left[ \sum_i \phi \left( \frac{x}{2} - (l + k) \right) + \sum_i \phi \left( \left( \frac{x}{2} - \frac{1}{2} \right) - (l + k) \right) \right]
= 2^{-1/2} (1 + 1) = 2^{1/2}.
\]

**Result 3.** \((\forall m \in \mathbb{Z}) \) \( \phi^{\text{per}}_{j,k+m/2^{j}}(x) = \phi^{\text{per}}_{j,k}(x), \ j \geq 0.\)

The periodized kernel of \( V^{\text{per}}_j \) is

\[
\hat{K}_j(x, y) = \sum_{k=0}^{2^j-1} \phi^{\text{per}}_{j,k}(x) \phi^{\text{per}}_{j,k}(y).
\]

**Result 4.** Let \( f \) be a continuous, 1-periodic function. Let

\( \xi_0(x) = 1, \xi_1(x) = \psi^{\text{per}}_{00}(x), \ldots, \xi_n(x) = \psi^{\text{per}}_{jk}(x), \ldots, n = 2^j + k, \ldots \)

(compare to Haar’s basis on \([0,1]\)).

Then, there exists a sequence \( \{d_n, n = 0, 1, \ldots\} \) so that

\[
\sum_{n=0}^{N} d_n \xi_n(x) \to f(x),
\]
when \( N \to \infty \), uniformly on \([0,1]\).

It is interesting that this result does not hold in the same generality for Fourier expansions. For details, dual results, and discussion see Daubechies [104], pages 305-308.

Mallat’s cascade algorithm can be easily modified for the periodic case. For example, (4.3) for the periodic wavelets becomes
Walter and Cai [442] construct periodic wavelets “from scratch”, i.e., without periodizing standard wavelet bases but directly from Fourier considerations. They provide several examples of periodic wavelets that can not be obtained by periodizing the usual wavelets.

We conclude the section with the remark that periodic wavelet transformations are equivalent to ordinary wavelet transformations of functions that are periodic on [0,1].

5.7 MULTIVARIATE WAVELET TRANSFORMATIONS

In practice, many signals are multidimensional. Examples include measurements in geophysics, medicine, astronomy, economics, and so on. Thus, it is natural to generalize wavelet transformations to accommodate such types of signals.

The simplest way to generate a d-dimensional wavelet basis is to multiply the functions from one-dimensional bases,

$$c_{j-1,d} = \sum_{k=0}^{2^d-1} \sum_{m} h_{k-2^j 2^j/m} c_{j,k}.$$ 

The functions \(\psi_{j_1,j_2,\ldots,j_d,k_1,k_2,\ldots,k_d}(x_1, \ldots, x_d) = \psi_{j_1,k_1}(x_1) \cdots \psi_{j_d,k_d}(x_1), j_1, \ldots, j_d, k_1, \ldots, k_d \in \mathbb{Z}.

The functions \(\psi_{j_1,k_1,\ldots,j_d,k_1,k_2,\ldots,k_d}(x_1, \ldots, x_d)\) provide a complete orthonormal basis of \(L_2(\mathbb{R}^d)\) but have the disadvantage of “mixing” the levels \(j_1, \ldots, j_d\). At the expense of having \(2^d - 1\) different wavelet functions at each level \(j\) one can define a basis for which \(j_1 = \cdots = j_d (= j)\). This construction is essentially due to Mallat [275].

There are more complicated constructions in which the variables are “not separable,” i.e., multivariate wavelets are not defined as products of univariate wavelet functions. These more complicated schemes allow, for instance, the construction of wavelets adapted to certain tessellations of the space, see discussion in Jaffard and Meyer [214] and Kovačević and Vetterli [245]. For examples of bivariate nonseparable compactly supported orthonormal continuous wavelets see He and Lai [190].

For simplicity, we consider only tensor product constructions of multivariate wavelets. The examples apply to the most common (and important) case of \(d = 2\).

We will first provide a general definition and then illustrate the concepts on applications in image processing.

By using \(d\) univariate orthogonal multiresolution analyses,
\[
\cdots \subset V_{-2,(i)} \subset V_{-1,(i)} \subset V_{0,(i)} \subset V_{1,(i)} \subset V_{2,(i)} \subset \cdots \subset L_2(\mathbb{R}), \quad i = 1, 2, \ldots, d,
\]

one can define \(d\)-dimensional multiresolution analysis

\[
\cdots \subset V_{-2} \subset V_{-1} \subset V_{0} \subset V_{1} \subset V_{2} \subset \cdots \subset L_2(\mathbb{R}^d),
\]

in which

\[
V_j = \bigotimes_{i=1}^d V_{j,(i)} \subset L_2(\mathbb{R}^d).
\]

The resulting \(d\)-dimensional multiresolution analysis corresponds to one \(d\)-variate scaling function

\[
\phi(x_1, \ldots, x_d) = \prod_{i=1}^d \phi_{(i)}(x_i)
\]

and \(2^d - 1\) \(d\)-variate wavelet functions

\[
\psi^{(i)}(x_1, \ldots, x_d) = \prod_{i=1}^d \xi_{(i)}(x_i), \quad \text{with } \xi = \phi \text{ or } \psi, \text{ but not all } \xi = \phi.
\]

Any function \(f \in L_2(\mathbb{R}^d)\) can be represented as

\[
f(x_1, \ldots, x_d) = \sum_{\mathbf{k}} c^{\mathbf{k}} \phi_{j_0 \mathbf{k}}(x_1, \ldots, x_d)
\]

\[
+ \sum_{j \geq j_0} \sum_{\mathbf{k}} \sum_{l=1}^{2^d-1} d^{(l)}_{j \mathbf{k}} \psi_{j \mathbf{k}}^{(l)}(x_1, \ldots, x_d),
\]

where \(\mathbf{k} = (k_1, \ldots, k_d) \in \mathbb{Z}^d\) and
\[
\phi_{j_0, k}(x_1, \ldots, x_d) = 2^{j/2} \prod_{i=1}^{d} \phi_i(2^j x_i - k_i) \quad (5.25)
\]
\[
\psi_{j_0, k}^{(l)}(x_1, \ldots, x_d) = 2^{j/2} \prod_{i=1}^{d} \xi_i(2^j x_i - k_i) \quad (5.26)
\]
with \( \xi = \phi \) or \( \psi \), but not all \( \xi = \phi \).

We focus on the two-dimensional case because of its simplicity and importance. The functions
\[
\phi_{j, k_1, k_2}(x, y) = \phi_{j, k_1}(x) \cdot \phi_{j, k_2}(y) = 2^j \phi(2^j x - k_1) \cdot \phi(2^j y - k_2), \quad k_1, k_2 \in \mathbb{Z}
\]
span \( V_j \). There are three \((2^2 - 1)\) detail spaces upgrading \( V_j \) to \( V_{j+1} \).

\[
V_{j+1} = V_{j+1, (1)} \oplus V_{j+1, (2)} = (V_{j, (1)} \oplus W_{j, (1)}) \oplus (V_{j, (2)} \oplus W_{j, (2)}) \\
= V_{j, (1)} \oplus V_{j, (2)} \oplus (V_{j, (1)} \oplus W_{j, (2)}) \\
\quad \oplus (W_{j, (1)} \oplus V_{j, (2)}) \oplus (W_{j, (1)} \oplus W_{j, (2)}) \\
= V_j \oplus W_{j}^{(h)} \oplus W_{j}^{(v)} \oplus W_{j}^{(d)}. \quad (5.27)
\]

In the two-dimensional case, the function \( f(x, y) \) sampled on a regular rectangular grid in \( \mathbb{R}^2 \) will usually be associated with an image. Superscripts \( \{h, v, d\} \) in (5.27) stand for horizontal, vertical and diagonal, since the detail spaces \( W_{j}^{(h)}, W_{j}^{(v)} \), and \( W_{j}^{(d)} \) tend to emphasize coefficient-cliques describing horizontal, vertical and diagonal features of the image, see Example 5.7.2 and related discussion.

The spaces \( W_{j}^{(h)}, W_{j}^{(v)} \), and \( W_{j}^{(d)} \) are spanned by translations (with respect to both arguments) of
\[
\psi_{j, k_1, k_2}^{(h)}(x, y) = \phi_{j, k_1}(x) \psi_{j, k_2}(y), \\
\psi_{j, k_1, k_2}^{(v)}(x, y) = \psi_{j, k_1}(x) \phi_{j, k_2}(y), \quad \text{and} \\
\psi_{j, k_1, k_2}^{(d)}(x, y) = \psi_{j, k_1}(x) \psi_{j, k_2}(y).
\]
The scaling relations in the two-dimensional case are
Fig. 5.13 Two-dimensional scaling function and wavelets corresponding to the DAUB2 filter. (a) $\phi_{0,0,0}(x, y)$, (b) $\psi_{0,0,0}^{(h)}(x, y)$, (c) $\psi_{0,0,0}^{(v)}(x, y)$, and (d) $\psi_{0,0,0}^{(d)}(x, y)$. 
\[ \phi(x, y) = 2 \sum_{k,l} h_{k,l} \phi(2x - k, 2y - l), \]

\[ \psi^{(h)}(x, y) = 2 \sum_{k,l} g_{k,l}^{(h)} \phi(2x - k, 2y - l), \]

\[ \psi^{(v)}(x, y) = 2 \sum_{k,l} g_{k,l}^{(v)} \phi(2x - k, 2y - l), \text{ and} \]

\[ \psi^{(d)}(x, y) = 2 \sum_{k,l} g_{k,l}^{(d)} \phi(2x - k, 2y - l), \]

where

\[ h_{k,l} = h_{k} h_{l}, \quad g_{k,l}^{(h)} = h_{k} g_{l}, \quad g_{k,l}^{(v)} = g_{k} h_{l}, \text{ and} \quad g_{k,l}^{(d)} = g_{k} g_{l}. \]

Fig. 5.13 depicts two-dimensional wavelet functions associated with the level \( j = 0 \).

Let \( f(x, y) \in V_{j_0} \). Then,

\[ f(x, y) = \sum_{k,l} c_{j_0,k,l} \phi_{j_0,k,l}(x, y), \]

for

\[ c_{j_0,k,l} = \int f(x, y) \phi_{j_0,k,l}(x, y) \, dx \, dy. \]

By using the detail spaces, any \( L_2(\mathbb{R}^2) \) function \( f(x, y) \) can also be represented as

\[ f(x, y) = \sum_{k,l} c_{j_0,k,l} \phi_{j_0,k,l}(x, y) + \sum_{i \geq j_0} \sum_{k,l} d_{j_0,k,l}^{(i)} \psi_{j_0,k,l}^{(i)}(x, y), \]

since

\[ L_2(\mathbb{R}^2) = V_{j_0} \oplus \bigoplus_{j = j_0}^{\infty} \left[ \left( \bigoplus_{i \in \{h,v,d\}} \mathbb{W}_{j,i} \right) \otimes V_{j_0} \right] = V_{j_0} \oplus \bigoplus_{j = j_0}^{\infty} \left( \bigoplus_{i \in \{h,v,d\}} \mathbb{W}_{j,i}^{(i)} \right). \]

Mallat’s fast cascade algorithm in the two-dimensional case becomes
To illustrate a multivariate wavelet transformation, we give several examples.

**Example 5.7.1** Any gray-scale image can be digitized and represented as a matrix $A$ whose entries $a_{ij}$ correspond to the intensities of gray in the pixel at position $(i,j)$. For simplicity reasons, we assume that $A$ is a square matrix of dimension $2^J \times 2^J$, $J$ integer. The process of discrete wavelet transformation goes as follows. The operators $H$ and $G$ are applied on the rows of the matrix $A$. Two resulting matrices are obtained: $HrA$ and $GrA$, both of dimension $2^{J-1} \times 2^{J-1}$. The subscript $r$ suggests that the operators are applied on the rows of $A$. In the next step, operators $H$ and $G$ are applied on the columns of matrices $HrA$ and $GrA$, which results in four matrices $H, HrA, GrA, G_{rA}$ and $G, G_{rA}$ of dimension $2^{J-2} \times 2^{J-2}$. The matrix $H, HrA$ is “an average”, while the matrices $GrA, G_{rA}$ are the detail matrices. Fig. 5.14 illustrates one-step-decomposition of the “Lenna” image. The process continues recursively with the matrix $H, HrA$ as an input. If the initial image is the square whose side is a power of 2, the decomposition process can be carried out until a single number is obtained.

**Example 5.7.2** This example motivates the superscripts $(h)$ - horizontal, $(v)$ - vertical, and $(d)$ - diagonal, for the three detail spaces in a two-dimensional multiresolution.

In Fig. 5.15, panel (a) shows a square with diagonals. Panel (b) shows its Haar wavelet decomposition with three levels. Only the horizontal, vertical, and diagonal features in the image are preserved in detail sub-matrices $s1-d1$, $d1-s1$, and $d1-d1$, corresponding to $G, HrA, G_{rA}$ and $G, G_{rA}$, respectively.

**Example 5.7.3** Wavelet packets can also be used as building blocks in versatile two-dimensional bases. This example shows that the best wavelet packet basis compresses with a smaller error than a comparable discrete wavelet transformation. The SYMM8
Fig. 5.14 One step in the wavelet decomposition of the Lenna image.
Some Generalizations

![Image](image-url)

**Fig. 5.15** (a) The box image. (b) The three-step decomposition of the box image. Notice favoring of the horizontal, vertical and diagonal directions in detail spaces.

A wavelet was used and the wavelet packet table was of depth 5. Fig. 5.16(a) gives the original image of Reverend Thomas Bayes (1702-1761) with superimposed tilling determined by the best basis. The vertical stripes visible in the original image are artifacts of scanning from the paper media.

Panel (b) in Fig. 5.16 shows relative MSE (energy losses) as a function of compression ratio. The vertical line is positioned at a 20:1 compression ratio. Panels (c) and (d) give reconstructed images from the 5% best coefficients of the best wavelet packet basis and discrete wavelet transformation, respectively. Panels (e) and (f) give details from panels (c) and (d).

The best wavelet packet has slightly better MSE performance [panel (b)]. It also better preserves the vertical artifacts in the original image.

### 5.8 Discussion

On ideas based on de-correlating properties of wavelets, Sweldens [392] has introduced the lifting scheme — a different construction of orthogonal and biorthogonal wavelets, wavelet packets, and wavelets on general surfaces. His construction does not require Fourier transformations. The lifting scheme has minimal time and space calculational complexity. It is intuitive and leads to the construction of second generation wavelets, which are basis functions that are not necessarily translates and dilates of a single function. The lifting scheme method enables multiscale constructions that retain all desirable aspects of the “first generation” wavelets, while being adaptable to irregular sampling and general meshes, subdivisions, custom bound-
**Fig. 5.16** (a) Figure and tilling induced by the best two-dimensional wavelet packet. (b) The percent of the mean square error compared with the compression ratio. (c) and (d) Reconstruction from 5% coefficients in the best basis and standard wavelet transformation, respectively. (e) and (f) Details from the panels (c) and (d).
Fig. 5.17  Autocorrelation functions for $\phi_\eta$, panel (a) and $\psi_\nu$, panel (b) from the DAUB2 basis.

aries, and other domain constraints. Constructing wavelets using lifting consists of three simple phases: the first step splits the data into two subsets, even and odd, the second step calculates the wavelet coefficients (high pass) as the failure to predict the odd set based on the even, and finally, the third step updates the even set using the wavelet coefficients to compute the scaling function coefficients (low pass). The predict-phase ensures polynomial cancellation in the high-pass and the update-phase ensures preservation of moments in the low-pass.

Stationary wavelet representations, as discussed in Section 5.5.2, may have several drawbacks such as lack of symmetry, or complexity of representations of simple signals. Saito and Beylkin [363] and Beylkin and Saito [33] introduced stationary decompositions of functions for which the building atoms are autocorrelations of the standard scaling and wavelet functions. The family of such functions, which they call a shell, is overly redundant, but shift-invariant.

The autocorrelation functions of Saito and Beylkin are defined as

$$
\eta(x) = \int \phi(y)\phi(y-x)\,dy, \quad \text{and}
$$

$$
\nu(x) = \int \psi(y)\psi(y-x)\,dy,
$$

(5.28)

where $\phi$ and $\psi$ are compactly supported scaling and wavelet functions that generate an orthogonal MRA. Fig. 5.17 depicts autocorrelation functions $\eta$ and $\nu$ for the DAUB2 basis.

Saito and Beylkin [363] discuss fast algorithms for the decomposition of functions in the autocorrelation shell consisting of
The scaling-like equations hold for $\eta$ and $\nu$ and provide a basis for an efficient direct reconstruction of signals from the autocorrelation shell coefficients. The authors in [363] also discuss reconstructions of signals from their zero-crossings, by utilizing autocorrelation shells.

Wavelet expansions in which the dilation factor $M$ differs from 2 are possible. For example, if $M = 3$, the multiresolution subspaces are self-similar with factor 3, that is, $f(x) \in V_j$ iff $f(3^j x) \in V_0$. The space $V_1$ is three times more wiggly than $V_0$ and two detail spaces, $W^1_0$ and $W^2_0$, say, are necessary to complement $V_0$ to $V_1$. Transfer functions $m_0$, $m_1$ and $m_2$ can be introduced via

$$
\Phi(\omega) = m_0 \left( \frac{\omega}{3} \right) \Phi \left( \frac{\omega}{3} \right),
$$

$$
\Psi^\ell(\omega) = m_\ell \left( \frac{\omega}{3} \right) \Phi \left( \frac{\omega}{3} \right), \quad \ell = 1, 2.
$$

For the details on construction see Daubechies [104], Burrus, Gopinath, and Guo [49], and Gopinath and Burrus [178]. Kovačević and Vetterli [246] explore the case when the sampling rate (in scale) is rational.

5.9 EXERCISES

5.1. Prove the biorthogonal counterparts of (3.16) and (3.17):

$$
\sum_k h_k = \sum_k \tilde{h}_k = \sqrt{2},
$$

and

$$
\sum_k \tilde{h}_k h_{k-2l} = \delta_l.
$$

5.2. How many vanishing moments have the primary and dual scaling functions in the biorthogonal coiflet family defined by
\[ h = \frac{1}{16\sqrt{2}} (-1, 0, 9, 16, 9, 0, -1) \text{ and } \]
\[ \tilde{h} = \frac{1}{256 \sqrt{2}} (-1, 0, 18, -16, -63, 144, 144, -63, -16, 18, 0, -1). \]

(Hint: Check for \( \sum_k k^m h_k = 0, m \geq 1 \) and \( \sum_k k^m \tilde{h}_k = 0, m \geq 1 \). In both filters, the index \( k = 0 \) corresponds to the middle tap.)

5.3. [11] Let \( f \) be an \( m \)-differentiable function and let \( f^{(j)}(k) = 2^{j/2} \langle f, \phi_{jk} \rangle \), where \( \phi \) is the coiflet scaling function with \( L > m + 1 \) vanishing moments. Prove

\[ |f^{(j)}(k) - f(k2^{-j})| \leq C \cdot 2^{-jm}, \]

where \( C \) depends only on \( L \).

5.4. [311] If \( \phi(x) \) is an orthogonal scaling function for which \( \psi(x) \) has \( N > 1 \) vanishing moments, prove \( M_2 = M_1^2 \). \( M_k = \int x^k \psi(x) \, dx \).

5.5. Prove

\( (i) \) \( D_1 = D_0 S \),
\( (ii) \) \( R_1 = S^{-1} R_0 \),
\( (iii) \) \( S D_0 = D_0 S^2 \),
\( (iv) \) \( S \mathcal{H} = \mathcal{H} S \),
\( (v) \) \( S \mathcal{G} = \mathcal{G} S \).

5.6. The Rademacher system is obtained by adding up all Haar wavelets for a fixed scale, i.e.,

\[ r_0(x) = \phi(x) \]
\[ r_1(x) = \psi(x) \]
\[ r_{n+1}(x) = \sum_{k=0}^{2^{n-1}} \psi(2^j x - k). \]

Prove that the Rademacher system is not complete by exhibiting a function in \( L_2([0, 1]) \), which cannot be expressed as \( \sum_n a_n r_n \).

5.7. Identify all crystals and sequences of operators \( \mathcal{H} \) and \( \mathcal{G} \) applied on \( w_{3,0} \) for the wavelet packet in Fig. 5.9(b).
5.8. Find the support of $(\mathcal{W}_{j,n,k}(x))_+$, for $j = 4, n = 1, k = 2$ in the Walsh basis.

5.9. Show that if the intervals $I_{j,n}$ and $I_{j',n'}$ are disjoint then

$$\int \mathcal{W}_{j,n,k}(x)\mathcal{W}_{j',n',k'}(x)\,dx = 0.$$ 

5.10. Let the packet table have depth $J = 3$. Show that one can form $N(3) = 25$ different orthogonal bases. Show that $N(4) = 41^2$ and $N(5) = 2306^2$.

5.11. (a) Express crystals from level $j = 0$ in Fig. 5.9(a) in terms of $\mathcal{H}, \mathcal{G}$ and $\mathcal{W}_{5,0}$.

(b) List all crystals corresponding to the shaded rectangles in Fig. 5.9(b).

5.12. (a) Prove $\psi_{j,k}^{\text{per}}(x) = 0, j < 0$.

(b) Prove that the periodized system $\{\xi_n, n = 0, 1, 2, \ldots\}$ on page 152 is an orthonormal basis of $L_2[0,1]$.

(c) Multivariate periodized multiresolution analysis of $L_2([0,1]^2)$ can be constructed as a tensor product of univariate periodized multiresolution analyses. Discuss the construction.

5.13. Prove that from $\phi_{0}^\text{per}(x) = \sum_{n \in \mathbb{Z}} \phi(x-n) = 1$ and the scaling equations, it follows that

$$\phi_{1}^\text{per}(x) + \phi_{1}^\text{per}\left(x - \frac{1}{2}\right) = \sqrt{2}$$

5.14. $[442]$ $\phi_j^{\text{per}}(x)$ is 1-periodic function and has the Fourier expansion

$$\phi_{0}^{\text{per}}(x) = \sum_{k} \alpha_{j,k} e^{2\pi i k x},$$

with coefficients $\alpha_{j,k} = \int_{0}^{1} \phi_{j,k}^{\text{per}}(x)e^{-2\pi i k x} \, dx$.

Prove

(a) $\sum_{n} |\alpha_{j,n}|^2 e^{-2\pi i kn2^{-j}} = \delta_{0,k}$,

(b) $\alpha_{1,0} = \frac{1}{\sqrt{2}}, \quad \alpha_{1,2} = 0,$

(c) $\alpha_{m+1,2k} = \frac{1}{\sqrt{2}} \cdot \alpha_{m,k}, \quad k = 0, \pm 1, \pm 2, \ldots$

5.15. If $f(x)$ is 1-periodic function on $\mathbb{R}$, i.e., $f(x) = f(x + 1), x \in \mathbb{R}$, show

$$\int_{0}^{1} f(x)\psi_{j,k}^{\text{per}}(x) \, dx = \int_{\mathbb{R}} f(x)\psi_{j,k}(x) \, dx.$$
5.16. Find the wavelet pair \( \psi_1(x) \) and \( \psi_2(x) \) for the pair of scaling functions in (5.11), Example 5.2.2. The functions \( \psi_1(x) \) and \( \psi_2(x) \) are linear on half-intervals, orthogonal to \( \phi_1(x) \) and \( \phi_2(x) \) and to each other, and discontinuous.

5.17. Find the three-level Haar transformation of the matrix

\[
A = \begin{bmatrix}
1 & 2 & 3 & 4 & 4 & 3 & 2 & 1 \\
2 & 3 & 4 & 5 & 5 & 4 & 3 & 2 \\
3 & 4 & 5 & 6 & 6 & 5 & 4 & 3 \\
4 & 5 & 6 & 7 & 7 & 6 & 5 & 4 \\
4 & 5 & 6 & 7 & 7 & 6 & 5 & 4 \\
3 & 4 & 5 & 6 & 6 & 5 & 4 & 3 \\
2 & 3 & 4 & 5 & 5 & 4 & 3 & 2 \\
1 & 2 & 3 & 4 & 4 & 3 & 2 & 1 \\
\end{bmatrix}
\]

Organize the output as a matrix of the same size arranging “detail” and “smooth” submatrices as in Fig. 5.15.

5.18. [363] Let \( \eta(x) \) and \( \nu(x) \) be the autocorrelation functions as in (5.28). Let \( \hat{\eta}(\omega) \) and \( \hat{\nu}(\omega) \) be the corresponding Fourier transformations. Prove

(a) \( \eta(k) = \nu(k) = \delta_{0k} \),
(b) \( \hat{\eta}(\omega) = |m_0(\omega/2)|^2 \hat{\eta}(\omega/2) \), and
(c) \( \hat{\nu}(\omega) = |m_1(\omega/2)|^2 \hat{\nu}(\omega/2) \).

Also prove,

(d) \( \eta(x) = \eta(2x) + \frac{1}{L} \sum_{l=1}^{L/2} a_{2l-1} \eta(2x - 2l + 1) + \eta(2x + 2l - 1) \), and
(e) \( \nu(x) = \eta(2x) - \frac{1}{L} \sum_{l=1}^{L/2} a_{2l-1} \eta(2x - 2l + 1) + \eta(2x + 2l - 1) \),

where \( a_k = 2 \sum_{l=0}^{L-1} h_l h_{l+k} \), \( k = 1, \ldots, L - 1 \), \( a_k = 0 \), and \( L \) is the number of non-zero taps in the corresponding wavelet filter \( h \).

(f) By inspecting (d) and (e), find the supports of \( \eta \) and \( \nu \).

5.19. Marr’s wavelet [see Example 3.1.3] is often approximated by the so-called “dog” (difference of two Gaussians) function,

\[
1.6 f(1.6 x; \sigma) - f(x; \sigma),
\]

where \( f(x; \sigma) = \frac{1}{\sqrt{2\pi\sigma}} e^{-x^2/(2\sigma^2)} \). Prove that \( \eta(x) \) and \( \nu(x) \) in (5.28) satisfy

\[
\nu(x) = 2 \eta(2x) - \eta(x).
\]
In this chapter, we discuss wavelet shrinkage estimation of discretely sampled functions. Wavelet shrinkage usually refers to reconstructions obtained from the shrunk wavelet coefficients. We will provide the motivation for the shrinkage and reasons for its success when applied in the wavelet domain. Our focus will be mainly on a particular class of shrinkage rules — the thresholding rules. As we will argue in this chapter, thresholding rules are easy to calculate and produce surprisingly good estimators.

Although in everyday life the notion of shrinkage may carry a negative connotation, it is not so in the domain of statistical estimation. Many good estimators are some sort of shrinkage estimators. For example, most Bayesian, minimax, and Gamma-minimax estimators are shrinkage estimators. A branch of modern statistical theory, Shrinkage Estimation, was founded when Stein [385] demonstrated that under squared error loss, the sample mean is not an admissible estimator of the multivariate normal mean, when the dimension of the problem exceeds 2. The procedure that beats the sample mean is a shrinkage rule. After this shocking result, subsequent research found that the Stein-type phenomenon applies to different models and a variety of shrinkage rules were proposed. For a nice overview of Stein-type estimation,
WAVELET SHRINKAGE

see Berger [29], Efron and Morris [140], Maatta and Casella [271], Robert [353], and Strawderman [389], as well as references cited therein.

Shrinking and truncating the data directly or the coefficients in their Fourier series expansions is an old technique in signal and image processing. For non-local bases, such as trigonometric, shrinking the coefficients can affect the global shape of the reconstructed function and introduce unwanted artifacts. In the context of function estimation by wavelets, the shrinkage has an additional feature; it is connected with smoothing (denoising) because the measures of smoothness of a function depend on the magnitudes of its wavelet coefficients.

Mallat (École Politecnique, Paris), Healy and collaborators (Dartmouth College), Coifman (Yale University), DeVore (University of South Carolina), Lucier (Purdue University), and Donoho and Johnstone (Stanford University) simultaneously applied thresholding in the wavelet domain to problems of signal processing, approximation, and statistics. Statistical optimality of wavelet shrinkage (from both the asymptotic minimax and exact risk view points) was explored in the work of Donoho, Johnstone, and their collaborators. A series of manuscripts is available via the web at:


Some recent references can be found in Donoho [123] and Donoho and Johnstone [130]^{1}

6.1 SHRINKAGE METHOD

Consider the simplest paradigmatic regression model

\[ y_i = f(x_i) + \sigma \epsilon_i = f_i + \sigma \epsilon_i, \quad i = 1, \ldots, n, \quad (6.1) \]

where the \( x_i \)'s are equally spaced points and the \( \epsilon_i \)'s are zero-mean random variables. Unless otherwise specified, it will be assumed that \( \epsilon_i \)'s are independent normal \( \mathcal{N}(0, 1) \) random variables. The goal of nonparametric regression is to estimate the unknown function \( f \) from the observations \( y_i, \ i = 1, \ldots, n \). In vector notation, the model (6.1) can be written as

\[ y = \tilde{f} + \sigma \epsilon, \quad (6.2) \]

where \( y = (y_1, \ldots, y_n) \), \( \tilde{f} = (f_1, \ldots, f_n) \) and \( \epsilon = (\epsilon_1, \ldots, \epsilon_n) \).

The discrete estimator \( \hat{f} = (\hat{f}_1, \ldots, \hat{f}_n) \) will be judged by its mean-square error (MSE).

^{1} The original Donoho and Johnstone paper on minimax estimation by wavelet shrinkage, the first paper in the series drafted in October 1990, recently appeared in The Annals of Statistics, [130].
The function $f$ will be restricted since it is well-known that a single method cannot work well for all functions without any restrictions. It is standard to narrow attention to functions $f$ belonging to a particular smoothness space; some additional requirements on the estimator can be imposed, as well:

[SMOOTHNESS] The estimator $\hat{f}$ should be, with high probability, as smooth as $f$.

[ADAPTATION] The estimator $\hat{f}$ achieves almost minimax risk over one of a wide range of smoothness classes, including the classes in which linear estimators do not achieve the minimax rate.

These vague requirements can be formalized with the help of Besov spaces, see Section 2.5. Besov spaces are popular in wavelet nonparametrics because of their generality and exceptionally expressive power.

Let $W$ be a matrix of appropriate dimension associated with an orthogonal wavelet transformation. Observe that the “wavelet image” of (6.1) is

$$d_i = \theta_i + \sigma \epsilon'_i, \quad i = 1, \ldots, n,$$

or, in the vector form,

$$d = \theta + \sigma \epsilon',$$  

with $d = (d_1, \ldots, d_n) = W \cdot y$, $\theta = (\theta_1, \ldots, \theta_n) = W \cdot f$, and $\epsilon' = (\epsilon'_1, \ldots, \epsilon'_n) = W \cdot \epsilon$. Due to orthogonality of $W$, $\epsilon'_i \sim \mathcal{N}(0, 1)$ and $\text{MSE}(\hat{f}, f) = \text{MSE}(\hat{\theta}, \theta)$.

From now on, we will write $\epsilon$ instead of $\epsilon'$ since these two vectors have identical stochastic structure.

How do we obtain an estimator $\hat{f}$ using wavelets? Donoho and Johnstone [126] and Donoho et al. [132] propose a simple recipe based on thresholding in the wavelet transformation.
domain. Their wavelet estimation procedure has three main steps.

- **STEP 1.** Transform the observations $y_i, i = 1, \ldots, n$ to the wavelet domain by applying a discrete wavelet transformation. The result is a sequence of wavelet coefficients $d_i, i = 1, \ldots, n$.
- **STEP 2.** Estimate $\sigma$. Use this estimator to threshold (or shrink) the wavelet coefficients.
- **STEP 3.** Invert the thresholded (shrunk) coefficients, recovering the estimator of the function, $\hat{f}_i$.

In the rest of this chapter, we focus mainly on STEP 2 of the wavelet regression paradigm (Fig. 6.1) – the shrinkage in the wavelet domain. In the following section, we discuss the linear regression estimators which can also be related to the shrinkage estimators. If the true function is $f(x) = \sum_j \sum_k \theta_{jk} \psi_{jk}(x)$, and the “noisy” wavelet coefficients corresponding to $\theta_{jk}$ are $d_{jk}$, the shrinkage rule

$$\hat{\theta}_{jk} = d_{jk} 1(j < j_0),$$  \hspace{1cm} (6.5)

defines the estimator

$$\hat{f}(x) = \sum_{j < j_0} \sum_k d_{jk} \psi_{jk}(x) = \sum_k c_{j_0,k} \phi_{j_0,k}(x).$$

This shrinkage estimator is, in fact, the projection of $f$ onto the multiresolution subspace $V_{j_0}$. Note that the rule in (6.5) does not depend on the magnitude of $d_{jk}$.

### 6.2 LINEAR WAVELET REGRESSION ESTIMATORS

Linear wavelet regression estimators fall into the class of *projection* estimators where the projection operators involve wavelet-based kernels. We briefly discuss some properties of wavelet kernels and give large sample results of the linear estimators. The reader can consult the work of Antoniadis [12], Antoniadis, Grégoire, and McKeague [15], Huang [205], and Walter [439] for more details.
6.2.1 Wavelet Kernels

From Theorem 2.2.3, it follows that

$$K(x, y) = \sum_k \phi(x - k) \phi(y - k)$$  \quad (6.6)

is a reproducing kernel of $V_0$. By self-similarity of multiresolution subspaces,

$$K_j(x, y) = 2^j K(2^j x, 2^j y)$$  \quad (6.7)

is a reproducing kernel of $V_j$.

Thus, the projection of $f$ on the space $V_j$ is given by

$$\text{Proj}_{V_j} f(x) = \int 2^j K(2^j x, 2^j y) f(y) \, dy.$$

The detail spaces $W_j$ are reproducing kernel Hilbert spaces as well, and $\text{Proj}_{W_j} f(x) = \int 2^j Q(2^j x, 2^j y) f(y) \, dy$, where $Q(x, y) = \sum_k \psi(x - k) \psi(y - k)$.

**Lemma 6.2.1** For any $j$, $\int K_j(x, y) \, dy = 1$.

From Exercise 3.17, $\sum_k \phi(x - k) = 1$. Also,

$$1 = \Phi(0) = \int \phi(y) \, dy = \sum_k \phi(2^j x - k) \int \phi(y) \, dy = \sum_k \phi(2^j x - k) \cdot 2^j \int \phi(2^j y - k) \, dy = \int 2^j K(2^j x, 2^j y) \, dy.$$

The following result, useful in exploring wavelet-kernel estimators, is proved in Kelly, Kon, and Raphael [232]. The upper bounds on $|K_j|$ depend on the tail behavior of scaling function.

**Theorem 6.2.1** Let $K_j(x, y)$ be the wavelet kernel of the space $V_j$ generated by the scaling function $\phi$.

(a) If $\phi$ has an exponential decay, i.e., $\phi(x) \leq e^{-a|x|}$ for some positive $a$, then $|K_j(x, y)| \leq C 2^j e^{-a2^j |x-y|/2}$.

(b) If $\phi$ has algebraic decay, i.e., $\phi(x) \leq C_N/(1 + |x|)^N$ for some $N > 1$, then $|K_j(x, y)| \leq C_N 2^j/(1 + 2^j |x-y|)^N \leq C_N 2^j$ for $N > 1$.

A plot of $K(x, y)$ for the DAUB2 family is given in Fig. 6.2.
6.2.2 Local Constant Fit Estimators

Consider the standard regression model

$$Y_i = m(X_i) + \varepsilon_i, \quad i = 1, 2, \ldots, n.$$  

Two versions of this model can be defined:

(i) **fixed design** in which the $X_i$'s are non-random (denoted by $x_i$) and satisfy the condition $0 \leq x_1 \leq x_2 \leq \cdots \leq x_n \leq 1$; and

(ii) **random design** in which $(X_i, Y_i)$ are i.i.d. bivariate random variables with conditional expectation $m(x) = E(Y_i|X_i = x)$.

For model (i), Antoniadis, Grégoire, and McKeague [15] suggest the waveletized Gasser-Müller [168, 169] kernel estimator,

$$\hat{m}(x) = \sum_{i=1}^{n} Y_i \int_{A_i} K_j(x, y) \, dy,$$  \hspace{1cm} (6.8)

where $K_j$ is defined as in (6.7). The $A_i$ are intervals that partition $[0, 1]$ so that $x_i \in A_i$. One way of defining the intervals $A_i = [s_{i-1}, s_i]$ is by taking $s_0 = 0, s_n = 1$, and $s_i = (x_i + x_{i+1})/2, i = 1, \ldots, n-1$. Note that the sum of the weights $\int_{A_i} K_j(x, y) \, dy$ is unity, by Lemma 6.2.1, and no normalizing denominator is needed.

For model (ii), Antoniadis, Grégoire, and McKeague [15] propose a wavelet

---

**Fig. 6.2** “Sturgeon’s Back”: $K(x, y)$ for the DAUB2 family.
version of the Nadaraya-Watson estimator (see Nadaraya [306, 307], and Watson [453]).

The Nadaraya-Watson wavelet estimator of \( m(x) \) is given by

\[
\tilde{m}(x) = \frac{\sum_{i=1}^{n} Y_i \mathcal{W}_j(x, X_i)}{\sum_{i=1}^{n} \mathcal{W}_j(x, X_i)}.
\]

When \( j \to \infty \) and \( n2^{-j} \to \infty \), \( \tilde{m}(x) \) is consistent for all \( x \) such that \( E(Y|X = x^*) \) is bounded for \( x^* \) in a neighborhood of \( x \).

**Theorem 6.2.2** If \( m \) is continuous at \( x, j \to \infty \), and \( \max |x_{i} - x_{i-1}| = o(2^{-j}) \), then \( \tilde{m}(x) \) is mean-square consistent, i.e., \( E[\tilde{m}(x) - m(x)]^2 \to 0, j \to \infty \).

Antoniadis, Grégoire, and McKeage [15] obtain several results on the asymptotic variance and asymptotic normality of \( \tilde{m}_d(x) \) — a piecewise-constant approximation at resolution \( 2^{-m} \) to \( \tilde{m}(x) \). (The estimators \( \tilde{m}(x) \) and \( \tilde{m}_d(x) \) coincide at dyadic points \( [2^m,x]/2^m \).)

The best rate for the MSE of \( \tilde{m}_d(x) \) is \( n^{-2\nu^*/(2\nu^*+1)} \), is attained when \( m = \log_2 n/(2\nu^* + 1) \), with \( \nu^* = \min(3/2, \nu, \gamma + 1/2) - \epsilon \). Constants \( \nu \) and \( \gamma \) are the Sobolev and Lipschitz exponents of \( m \). \( \epsilon = 0 \) if \( \nu \neq 3/2 \), and \( \epsilon > 0 \) if \( \nu = 3/2 \). The best rate is comparable to that of standard kernel estimators, see Gasser and Müller [168].

**Theorem 6.2.3** If \( n2^{-m} \to \infty \) and \( n2^{-2\nu^*} \to 0 \), then

\[
\sqrt{n2^{-m}}(\tilde{m}_d(x) - m(x))
\]

is asymptotically normal \( \mathcal{A}N(0, \sigma^2 n^2 \kappa(x)) \), where \( \kappa \) is some Lipschitz function for which \( \max_i |s_i - s_{i-1} - \frac{s_{i+1} - s_{i-1}}{m}| = o\left(\frac{1}{n}\right) \), for \( A_i = [s_{i-1}, s_{i}] \), and \( w_0^2 = \sum_{k \in Z} \phi^2(k) \).

**Remark 6.2.1** Since \( \mathcal{W}_j(x, y) \) depends on \( x \), the estimator in (6.8) adapts automatically according to local features in the data. The resolution level \( j \) in (6.8) acts as a tuning parameter, similarly to the bandwidth in the kernel-based smoothing procedures. However, since \( j \) takes integer values, the task of selecting an “optimal” \( j \) is easier than selecting the bandwidth in kernel-based methods. See also discussions in Antoniadis [12] and Härdle et al. [188].

The authors in [15] suggest cross-validation criterium in selecting \( j \). Let \( \tilde{m}_{-i} \) be the leave-one-out estimator of \( m(x) \), obtained with the \( i \)th observation removed from the data set. Then, the optimal \( j \) minimizes

\[
\text{CV}(j) = \frac{1}{n} \sum_i [Y_i - \tilde{m}_{-i}(x_i)]^2.
\]
Fig. 6.3 [12] The motorcycle accident data together with estimators $\hat{m}$, for $j = 3$ (dotted line), $j = 4$ (solid line), and $j = 5$ (dashed line). The decomposing wavelet was the DAUB8.

Fig. 6.3 gives three regression estimators for the motorcycle accident data of size 133. The cross-validation criterium in (6.9) selected $j = 4$ as an optimal level.

Both Nadaraya-Watson and Gasser-Müller estimators are local constant fit estimators, (see discussion in Fan and Gijbels [146]). Fan and Gijbels note that the Nadaraya-Watson estimator can suffer from a large bias, particularly in the regions where the regression function has large derivative. The Gasser-Müller estimator corrects the bias of the Nadaraya-Watson estimator, but at the expense of increasing its variability. Both Nadaraya-Watson and Gasser-Müller estimators can have large biases when estimating a curve at a boundary region.

One possibility is to consider the local polynomial models

$$m(z) = \sum_{j=0}^{p} \beta_j (z - x)^j,$$

for $z$ in a neighborhood of $x$. The estimator is defined by the vector

$$\hat{\beta} = (\hat{\beta}_0, \ldots, \hat{\beta}_p)$$

obtained by maximization of
The estimator for the $k$th derivative of $m(x)$ ($k = 0, 1, \ldots, p$) is $\hat{m}^{(k)}(x) = k! \hat{\beta}_k$.

Linear wavelet estimators can also be derived in the context of regularization methods. Some references are DeVore and Lucier [114] Antoniadis [11], Amato and Vuza [9], Chambolle et al. [67], and Fan [145].

A popular approach to regression problems (see Wahba [435], in the context of smoothing splines) is to find a function $m$ from a smoothness space $F$, which minimizes the discrete functional

$$
\frac{1}{n} \sum_{i=1}^{n} \left( Y_i - m(x_i) \right)^2 + \lambda \int (m^{(\nu)}(x))^2 \, dx,
$$

where $m^{(\nu)}(x)$ is $\nu$th derivative of $m$. The “curvature” term $\int (m^{(\nu)}(x))^2 \, dx$ is a penalty term for lack of smoothness. Antoniadis [11] and Amato and Vuza [9] find that for $m \in \mathbb{R}^s_{2,2} ([0, 1])$ the minimizer of (6.9) is

$$
\hat{m}(x) = \sum_{k=0}^{2L_0 - 1} c_{J_0, k} \phi_{J_0, k}(x) + \sum_{j=J_0}^{J_1} \sum_{k=0}^{2^j - 1} d^*_{j,k} \psi_{j,k}(x),
$$

where $d^*_{j,k} = \frac{d_{j,k}}{1 + L_j^2}$. When $\lambda = O(n^{-2/s})$, the MSE of $\hat{m}$ is optimal, i.e., behaves as $O(n^{-2/s})$. For a detailed discussion, the reader is directed to Antoniadis [12].

It was pointed out by many researchers that linear methods are not efficient when signals have considerable time-inhomogeneity such as varying degrees of smoothness. Non-linear estimators can improve the efficiency and achieve better rates. For a nice discussion on this issue the reader is directed to the introductory section of Donoho and Johnstone [130]. See also Fan et al. [147] and Hall and Patil [185].

### 6.3 THE SIMPLEST NON-LINEAR WAVELET SHRINKAGE: THRESHOLDING

The simplest wavelet non-linear shrinkage technique is thresholding. In the language of approximation theorists, the thresholding is sometimes called the *sampling operator*. It is common for all thresholding rules to set to 0 the coordinates of a vector $\hat{d}$, which is subjected to thresholding, if they are smaller in absolute value than a fixed
non-negative number – the threshold $\lambda$.

Depending on how the coordinates of $\tilde{d}$ are processed when they are larger than $\lambda$ one can define different thresholding policies. The two most common thresholding policies are hard and soft. The analytic expressions for the hard- and soft-thresholding rules are

$$
\begin{align*}
\delta^h(d, \lambda) &= d \mathbf{1}(|d| > \lambda), \quad \lambda \geq 0, d \in \mathbb{R}, \\
\end{align*}
$$

(6.10)

and

$$
\begin{align*}
\delta^s(d, \lambda) &= (d - \text{sgn}(d) \cdot \lambda) \mathbf{1}(|d| > \lambda), \\
&= \text{sgn}(d)(|d| - \lambda)_+, \quad \lambda \geq 0, d \in \mathbb{R},
\end{align*}
$$

(6.11)

respectively. The rules are depicted in Fig. 6.5.

The rules $\delta^h(d, \lambda)$ and $\delta^s(d, \lambda)$ had been known in statistics before the discovery of wavelets. They were used as restricted estimators of an unknown location parameter $\theta$ in the estimation problem $d \sim \mathcal{N}(\theta, 1)$. In that context, the rule $\delta^s(d, \lambda)$ is a special case of the limited translation estimates proposed by Efron and Morris [140] and explored in detail by Bickel [34]. Bickel calls $\delta^h(d, \lambda)$ the pretest estimate and $\delta^s(d, \lambda)$ the $E$-$M$ estimate. Given a fixed MSE at 0, Bickel demonstrated that the maximum of the MSE of $\delta^h(d, \lambda)$ uniformly exceeds that of $\delta^s(d, \lambda)$ (see Table I in [34], page 519). In digital image processing, hard- and soft-thresholding rules are time honored, as well. The soft-thresholding rule is sometimes called clipping, see

Fig. 6.5 (a) Hard- and (b) soft-thresholding rules for $\lambda = 1$. 
6.3.1 Variable Selection and Thresholding

Thresholding rules are intimately connected with model selection in the traditional multivariate regression problems. Suppose that we have a linear model

\[ Y = X\beta + \epsilon. \]

If the design matrix $X$ is orthogonal, then the standard least-squares estimator $\hat{\beta} = (X'X)^{-1}X'Y$ becomes $\hat{\beta} = X'Y$, the orthogonal transformation of the observations. The stepwise elimination of the variables in the model corresponds to elimination of the components with the smallest absolute value of $t$-statistics in $\hat{\beta}$. This amounts to eliminating the component in $\hat{\beta}$ with the smallest absolute value. Since the design is orthogonal, the values of the remaining components in $\hat{\beta}$ do not change in the process of elimination. In the case of orthogonal wavelet transformations, the stepwise deletion procedure corresponds to the hard-thresholding rule.

Soft-thresholding rules can be interpreted as the posterior mode in the following Bayesian inference problem. Let $d \sim \mathcal{N}(0, \sigma^2 \cdot I_n)$, $\sigma^2$-known. Let the prior on the components of $\theta$ be a double exponential with scale $\frac{\sigma}{\lambda}$. The rule that maximizes the posterior minimizes

\[ \frac{1}{2} \sum_{i=1}^{n} (d_i - \theta_i)^2 + \lambda \sum_{i=1}^{n} |\theta_i| \]  

and the extremal problem can be solved component-wise. The solution is

\[ \hat{\theta}_i = \text{sgn}(d_i) \cdot (|d_i| - \lambda)_+. \]

This problem is related to the lasso method, see Tibshirani [404].

If we view (6.12) as the penalized least-square, and the penalty $\lambda \sum_{i=1}^{n} |\theta_i|$ is replaced by $\lambda \sum_{i=1}^{n} p(\theta_i)$, where $p(\theta) = |\theta| \mathbf{1}(|\theta| \leq \lambda) + \frac{\lambda}{\sigma^2} \mathbf{1}(|\theta| > \lambda)$, the solution is the hard-thresholding rule $\hat{\theta}_i = |d_i| \mathbf{1}(|d_i| > \lambda)$. More comprehensive discussion on the MAP shrinkage rules is postponed until Chapter 8.

6.3.2 Oracular Risk for Thresholding Rules

The optimal thresholding rules (in sense of minimizing the risk in the described normal-location model) are obtained by choosing the threshold $\lambda = \sigma$. Of course, $\sigma$ is generally not known, and the optimal risk remains unattainable.

Assume the model (6.4). Suppose we have an oracle that tells us which of $\theta_i$'s
are close to 0. The oracle suggests only two actions: “keep” or “kill” the observation with the index \( i \). So, the \( \theta_i \) suggested by the oracle is \( \theta_i = d_i \delta_i \), where \( \delta_i = 0 \) or 1.


The ideal \( \delta \) in this case is given coordinate-wise by

\[
\delta_i = \frac{1}{|d_i|} = \begin{cases} 1 & |d_i| > \sigma \\ 0 & |d_i| \leq \sigma \end{cases}
\]

The diagonal projection (DP) estimator is

\[
\hat{\theta} = \{ d_i \mathbf{1}(|d_i| > \sigma), \ i = 1, \ldots, n \},
\]

and its risk is expressed by

\[
R(DP, \theta) = E[||\hat{\theta} - \theta||^2] = \sum_i \min (|\theta_i|^2, \sigma^2),
\]

which can be readily derived by discussing the two possible cases: \( |d_i| < \sigma \) and \( |d_i| \geq \sigma \). The oracular risk (6.13) is ideal and unattainable if \( \sigma \) is not known. However, it is useful as a benchmark for evaluating other rules.

The following result of Donoho and Johnstone [126] shows that the risk of the soft-thresholding rule with a threshold \( \tau = \sigma \sqrt{2 \log n} \) is close [up to a multiple \( (2 \log n) \frac{1}{1/2 \log n} \) ] to the oracular risk \( R(DP, \theta) \):

**Theorem 6.3.1** Assume the model (6.4). Let \( \hat{\theta} = \delta(d_i, \sigma \sqrt{2 \log n}) \). Then,

\[
R(\hat{\theta}, \theta) \leq (2 \log n + 1) \left[ \sigma^2 + R(DP, \theta) \right].
\]

**Proof:** It suffices to prove the univariate case. Assume \( d \sim \mathcal{N}(0, 1) \) and \( \hat{\theta} = \text{sgn}(d)(|d| - \lambda)_+ \). We will demonstrate that if \( \delta \leq 1/2 \) and \( \lambda = \sqrt{2 \log \delta^{-1}} \),

\[
E(\hat{\theta} - \theta)^2 \leq (2 \log \delta^{-1} + 1) \delta + (\theta^2 + 1) \delta^{-1}.
\]

Then, the result of Theorem 6.3.1 will follow by taking an arbitrary scale \( \sigma, \delta = 1/n \) and summing the risks \( E[||\hat{\theta} - \theta||^2] = \sum_i E[||\hat{\theta}_i - \theta_i||^2] \).

\[
E(\hat{\theta} - \theta)^2 = 1 - 2 P(|d| < \lambda) + E(d^2 \wedge \lambda^2) \leq 1 + \lambda^2 \quad [\text{since } d^2 \wedge \lambda^2 \leq \lambda^2]
\]

On the other hand, because \( d^2 \wedge \lambda^2 \leq d^2 \)

\[
E(\hat{\theta} - \theta)^2 \leq 2 P(|d| \geq \lambda) + \theta^2.
\]

Consider the function \( g(\theta) = 2 P(|d| \geq \lambda) \). It is an even function that can be majorized as

\[
g(\theta) \leq g(0) + \sup_{\theta} \frac{g''(\theta)}{2!} g^2.
\]
by utilizing the Taylor expansion argument. Also,

\[ g(0) = 4\Phi(-\lambda) \leq \delta(2\log \delta^{-1} + 1) \quad \text{[since } \Phi(-x) \approx \phi(x)/x, \text{ } x \text{ large]} , \]
and \( \sup |g''(\lambda)| \leq 4 \sup_x |\phi'(x)| \leq 4 \log \delta^{-1} \) for all \( \delta \leq 1/2 \).

Therefore,

\[
E(\hat{\theta}^* - \theta)^2 \leq (2\log \delta^{-1} + 1) + (2\log \delta^{-1})\theta^2 \\
\leq (2\log \delta^{-1} + 1)(\theta^2 + \delta).
\]

Gao [163] extended Theorem 6.3.1 to i.i.d. random errors with exponential tails. Averkamp and Houdré [20] further extended Theorem 6.3.1 to some broad classes of non-normal errors. One of their results is given in Theorem 6.3.2.

**Theorem 6.3.2** [20] Let \( d_i = \theta_i + z_i \), \( i = 1, \ldots, n \), where \( \theta_i \) are parameters of interest and \( z_i \) are symmetric random variables with distributions \( F_i \) and \( Ez_i = \sigma^2 \). Then, the equation

\[
2(n + 1) \int_\lambda^\infty (x - \lambda)^2 F_i(dx) = \lambda^2 + \sigma^2,
\]

has a unique positive solution \( \lambda_{n,i} \). Let \( \lambda_n \geq \sup_i \lambda_{n,i} \), let \( \Lambda_n = \frac{\lambda_n^2 + \sigma^2}{\sigma^2(1 + 1/n/)} \), and let \( \hat{\theta}_i = \delta'(d_i, \sigma \sqrt{2\log n}) \). Then,

\[
\sup_{\theta \in \mathbb{R}^n} \frac{E\|\hat{\theta}_i^* - \theta\|^2}{\sigma^2 + R(DP, \theta)} \leq \Lambda_n.
\]

Since the \( z_i \) are linear combinations of the original noise, the \( \lambda_{n,i} \) are quite difficult to compute. The authors in [20] propose an upper bound on \( \Lambda_{n,i} \) which depends on the original noise only for several broad families of error distributions (in the time domain).

See also Johnstone [221], Johnstone and Silverman [222] and Kovac and Silverman [244] for an extension to correlated normal errors in the time domain. We will provide more references and some discussion on general errors in Section 6.7.

### 6.3.3 Why the Wavelet Shrinkage Works

In this section, we will provide several examples of wavelet thresholding. We start with a simple example which demonstrates that thresholding in the wavelet domain induces smoothing in the time domain.
Example 6.3.1 We illustrate the idea of smoothing by thresholding by an example that can be done by hand. Let \((1, 0, -3, 2, 1, 0, 1, 2)\) be “noisy data”. The discrete wavelet transformation (Haar wavelet) results in \((\frac{1}{\sqrt{2}}, -\frac{5}{\sqrt{2}}, \frac{1}{\sqrt{2}}, -\frac{1}{\sqrt{2}}, 1, -1, -\sqrt{2}, \sqrt{2})\), see Fig. 6.6(a).

Suppose that the threshold \(\lambda\) is 0.9, and that the policy is “hard.” The thresholded vector is \((0, -\frac{5}{\sqrt{2}}, 0, 1, -1, -\sqrt{2}, \sqrt{2})\). The graph of the “denoised data,” after reconstruction, is given in Fig. 6.6(b).

As discussed in Example 1.2.4, wavelet transformations tend to concentrate the energy in data. This concentration can be measured by a variety of measures of “disbalance,” and it is intimately connected with the cost functionals used in the selection of best basis. Most of the cost functionals are related to concentration of energies; examples are entropy, concentration in \(L_p\), and logarithm of energy. For example, the threshold cost functional in (5.18) is directly connected with thresholding procedures. When the result of a transformation is better concentrated, then the thresholding is more efficient since the same number of coefficients retained after thresholding contains more energy.

The following two examples illustrate the point.

Example 6.3.2 Early in this century, economists became interested in measuring inequality (diversity, disbalance) of incomes or wealth in populations. In 1905, Lorentz [266] introduced a graphical representation of wealth inequalities that is now known as the Lorentz Curve. Let \(\mathbf{x} = (x_1, \ldots, x_n)\) be a vector in which \(x_i\) represents the wealth of the individual \(i, i = 1, \ldots, n\).

The Lorentz curve is a plot of points \((p, L_n(p))\), where \(0 \leq p \leq 1\) and \(L_n(p) = \)
\[ \sum_{i=1}^{[np]} x_i / \sum_{i=1}^{n} x_i \text{ is normed cumulative, up to index } [np], \text{ of increasingly ordered non-negative measurements } x_i. \]

Lorentz’s idea was that \( x \) represents a more balanced distribution than \( y \) if and only if the Lorentz curve \( A \), generated by \( x \), is above the Lorentz curve \( B \), generated by \( y \), see Fig. 6.7(a).

It is insightful to compare the Lorentz curves of energy distributions in the wavelet setup. To generate an exemplary data set, we sampled the function \( y = \sin(2\pi x + x^2) \) at 1024 equally spaced points in \([-2, 2]\). Next, we added an i.i.d. normal \( \mathcal{N}(0, (0.15)^2) \) random noise to the sampled set, and the resulting vector was denoted by \( y \). The wavelet transformation \( d \) was obtained by applying the Daubechies wavelet with 6 vanishing moments to \( y \). Fig. 6.7(b) shows the Lorentz curves of the energy of \( y \), the vector \( (y_0, \ldots, y_{1024}) \) and its DAUB6-transformed counterpart \( (d_0, \ldots, d_{1024}) \).

It is notable that the energy of the transformed signal is more disbalanced than that of the original. This phenomenon is common in wavelets.

**Example 6.3.3** For two \( n \)-dimensional vectors \( x \) and \( y \) with non-negative components, the *Schur order* is defined as

\[ x \prec y \text{ iff } \left\{ \frac{\sum_{i=1}^{k} x[i]}{\sum_{i=1}^{n} x[i]} \leq \frac{\sum_{i=1}^{k} y[i]}{\sum_{i=1}^{n} y[i]}, k = 1, \ldots, n - 1 \right\} \]

(6.15)

where \( x[i] \) is the \( i \)th largest component of \( x \). When \( x \prec y \), it is said that \( x \) is *Schur majorized* by \( y \). For instance, \( \left( \frac{1}{n}, \ldots, \frac{1}{n} \right) \prec \left( \frac{1}{n-1}, \ldots, \frac{1}{n-1}, 0 \right) \prec \cdots \prec \left( \frac{1}{2}, \frac{1}{2}, 0, \ldots, 0 \right) \prec (1, 0, \ldots, 0) \).
The relation $\prec$ is not a relation of (total) order. For example, the vectors $\bar{x} = (1, 2, 3, 4, 5, 4.5)/15$ and $\bar{y} = (2, 2, 2, 4, 5)/15$ are not comparable in the Schur ordering sense, that is, neither $\bar{x} \prec \bar{y}$ nor $\bar{y} \prec \bar{x}$ holds. However, the number of indices $k$ for which the inequality in (6.15) is satisfied can always be counted. The Schur number $S(\bar{x}, \bar{y})$, for non-negative sequences $\bar{x}$ and $\bar{y}$, is defined as

$$S(\bar{x}, \bar{y}) = \sum_{k=1}^{n} 1 \left( \sum_{i=1}^{k} x_{i|k} \leq \sum_{i=1}^{k} y_{i|k} \right).$$

(6.16)

If the Schur number is close to the length of the vectors then we say the vectors are “almost” Schur ordered. Note that

$$S(\bar{x}, \bar{y}) + S(\bar{y}, \bar{x}) = n + \text{number of equalities in (6.16)}.$$

For more on the Schur ordering we direct the reader to the classical monograph of Marshall and Olkin [286].

In this example, we want to explore how wavelet transformations change the energy-balance of the input and how much that change depends on the probability distribution of the input. Simulations suggest that the Schur number is sensitive to the initial distributions.

The following simulations were performed.

- Some 200 random samples of size 1024 were generated from one of five distributions: uniform $\mathcal{U}(0, 1)$, normal $\mathcal{N}(0, 1)$, exponential $\mathcal{E}(1)$, $t_3$, and Cauchy $\mathcal{C}(0, 1)$.
- These pure-noise data sets were transformed to the wavelet domain utilizing the DAUB4 wavelet. The energy components in the original data and in the transformed data are compared by calculating their Schur numbers. The results, presented in Fig. 6.8, can be summarized as follows. For the uniform and exponential distributions, the wavelet transformation gave the pronounced disbalance in energies. The normal distribution is invariant with respect to orthogonal transformations, and as we expected, Schur numbers are scattered almost uniformly between 0 and 1024. The wavelet transformation “balanced” the original energy vector when the distributions were Cauchy or $t$.

The simulations suggest that one should be careful with wavelet data processing when it is suspected that the noise is heavy-tailed and dominates the signal.

Because of the local nature of wavelet transformations, the wavelet coefficients are seriously affected by the outliers, particularly at high-resolution levels. Wavelet estimation procedures based on shrinkage may fail to suppress the effects of coefficients associated with outliers because of their large magnitude, as happened in the California earthquakes example from Section 1.4. Therefore, wavelet based methods are sensitive to outliers, which is a potential for their use in the outlier detection problems.
**Fig. 6.8** Histograms of Schur numbers for different input distributions. The mean Schur numbers for the above 200 runs are: uniform 1022.92; exponential 918.705; normal 515.805; $t_3$ 21.955; and Cauchy 2.845.
6.3.4 Almost Sure Convergence of Wavelet Shrinkage Estimators

The next result obtained recently shows that wavelet threshold estimators are well-behaved. Although the outcome seems intuitive, the proof is non-elementary. Analogous conclusions do not hold for the Fourier transformations, see Körner [243].

**Theorem 6.3.3 (Tao [395])** For \( f \in L^p(\mathbb{R}), 1 < p < \infty \). Let \( d_{jk} = \langle \psi_{jk}, f(x) \rangle \) for an orthonormal wavelet basis \( \{ \psi_{jk} \}_{j,k \in \mathbb{Z}} \). Then,

\[
\lim_{\lambda \to 0} \sum_{j,k} \delta^h(d_{jk}, \lambda) \psi_{jk}(x) = \lim_{\lambda \to 0} \sum_{j,k} \delta^s(d_{jk}, \lambda) \psi_{jk}(x) = f(x), \quad \text{a.e.,}
\]

where \( \delta^h(d_{jk}, \lambda) \) and \( \delta^s(d_{jk}, \lambda) \) are hard- and soft-thresholding rules.

This theorem can be generalized to more general shrinkage rules acting in the wavelet domain.

Let \( \delta(x, \lambda) : \mathbb{R} \times \mathbb{R}^+ \mapsto \mathbb{R} \) be a function such that

\[
|x| - |\delta(x, \lambda)| \leq C\lambda,
\]

and

\[
|\delta(x, \lambda)| \leq C |x|^{1+\epsilon} \lambda^{-\epsilon},
\]

for fixed non-negative constants \( C \) and \( \epsilon \), and for all \( x \in \mathbb{R}, \lambda > 0 \).

If \( f \in L^p(\mathbb{R}) \) for some \( 1 < p < \infty \), then

\[
\lim_{\lambda \to 0} \sum_{j,k} \delta^s(d_{jk}, \lambda) \psi_{jk}(x) = f(x),
\]

whenever \( x \) is a Lebesgue point of \( f \) and for every \( \psi_{jk} \). See Tao and Vidakovic [396] for details.

### 6.4 General Minimax Paradigm

The result of Donoho and Johnstone given in Theorem 6.3.1 was a decision theoretic one: a simple, soft-thresholding rule, with a threshold \( \lambda = \sqrt{2 \log n} \cdot \sigma \), approached (up to a log factor) the unattainable, oracular risk (6.13).
When dealing with estimation of functions, it is well known that there is no estimator that is risk-consistent for all functions. That is, for any estimator \( \hat{f}_n \), one can find a function \( f \) so that \( \sup_f R_n(\hat{f}_n, f) \) does not tend to 0, when \( n \to \infty \).

To develop a nontrivial theory one can restrict the class of functions under consideration. Examples of standard function classes include smoothness spaces such as Hölder, Sobolev, and Besov, and in particular \( \text{balls} \) of functions i.e., the classes \( \mathcal{F}(M) \) in which the norms of functions from \( \mathcal{F} \) are bounded above by a fixed constant \( M \). Besov spaces are of special interest because of their richness; they allow an efficient modeling of spatial inhomogeneities.

Let \( R_n(\hat{f}_n, f) = E\|f_n - f\| \) be the risk (expected loss), where the loss norm can be quite general.

To exhibit an optimal estimator, according to the minimax paradigm, one compares the \( \sup_{f \in \mathcal{F}(M)} R_n(\hat{f}_n, f) \) for a fixed \( \hat{f}_n \) with the minimax risk

\[
\inf_{\hat{f}} \sup_{f \in \mathcal{F}(M)} R_n(\hat{f}, f).
\]

The estimator \( \hat{f}_n^* \) is a minimax in the class \( \mathcal{F}(M) \) if

\[
\sup_{f \in \mathcal{F}(M)} R_n(\hat{f}_n^*, f) = \inf_{\hat{f}} \sup_{f \in \mathcal{F}(M)} R_n(\hat{f}, f).
\]

Assume that \( f \in [0, 1] \). Let \( \hat{f}_n \) be a wavelet shrinkage estimator, with soft thresholding and threshold \( \lambda = \sqrt{2 \log n} \cdot \sigma \). Let \( \mathcal{C}(r, N) \) be the scale of all Besov spaces \( \mathbb{B}_p^r \), such that \( \frac{1}{p} < \sigma < \min(r, N) \), where \( r \) is the Hölder regularity and \( N \) is the number of vanishing moments of the decomposing wavelet \( \psi \).

(i) The condition \( \frac{1}{p} > \frac{1}{r} \) is necessary to ensure that the spaces \( \mathbb{B}_p^r \) are embedded continuously in \( C([0, 1]) \), that is, \( (\exists C) \sup \|f\| \leq C\|f\|_{\mathbb{B}_p^r} \).

(ii) The condition \( \sigma < \min(r, N) \) guarantees that the wavelet basis generated by \( \psi \) is an unconditional basis of \( \mathbb{B}_p^r \).

The following result proven by Donoho [122] (see also see also Donoho et al. [132]) formalizes the smoothness requirement (see page 169):

**Theorem 6.4.1** Let \( \mathcal{F} \) be one of the Besov scales, i.e., \( \mathcal{F} \in \mathcal{C}(r, N) \). Then there exists an increasing sequence of probabilities \( \pi_n \) with the property \( \pi_n \to 1 \), and a constant \( C \) depending on \( \mathcal{F} \) and \( \psi \) but not on \( f \) and \( n \), so that

\[
P\left( \|\hat{f}_n\|_\mathcal{F} \leq C\|f\|_\mathcal{F}, \forall \mathcal{F} \in \mathcal{C}(r, N) \right) \geq \pi_n.
\]

Thus with a probability increasing with \( n \), \( \hat{f}_n \) is as smooth as \( f \in \mathcal{F} \) for any space \( \mathcal{F} \) taken from the scale of spaces \( \mathcal{C}(r, N) \). For instance, if \( f \equiv 0 \), then with the probability of at least \( \pi_n \), \( \hat{f}_n \equiv 0 \), as well.
The shrinkage methods, that minimize the risk only, can retain “annoying blips” in reconstructions of even smooth functions. Donoho [122] comments that the result in (6.17) represents the statement of visual superiority of \( \hat{f}_n \) over methods based only on the risk minimization.

The second informal requirement, \([\text{adaptation}]\), from page 169, can be formalized as well.

Let the measure of loss be the \( L^2 \)-norm, \( \| \cdot \|_2 \). More general losses can be defined by \( \mathbb{E}^p_{\varphi} \) norms, see results in Donoho et al. [132].

**Theorem 6.4.2** If the Besov ball \( \mathbb{B}^\sigma_{ pq } ( M ) \) arises from \( C( r, N ) \), so that \( \frac{1}{p} < \sigma < \min \{ r, N \} \), then

\[
\sup_{ f \in \mathcal{F}(M) } E \| \hat{f}_n - f \|_2^2 \geq C \cdot \log(n) \cdot \inf_{ f \in \mathcal{F}(M) } E \| \hat{f} - f \|_2^2,
\]

where \( C \) depends on \( \mathcal{F} \) and \( \psi \) but not on \( f \) and \( n \). In words, the estimate \( \hat{f}_n \) is simultaneously minimax, within a logarithmic factor, over every Besov class with range indicated.

For more general results involving the global adaptivity and for precise convergence rates (formalized by moduli of continuity) of “approaching minimaxity,” we direct the reader to Donoho et al. [132]. See also Donoho and Johnstone [131].

### 6.4.1 Translation of Minimaxity Results to the Wavelet Domain

If the function \( f \in \mathbb{B}^\sigma_{ pq } ( M ) \) and the decomposing wavelet basis have regularity \( r > \max \{ 1, \sigma \} \), then for some constant \( C \) the associated wavelet coefficients belong to a Besov body

\[
\Theta^\sigma_{ pq } ( C ) = \left\{ \alpha_{ j_0, k }, \theta_{ j k } : \left( \sum_{ k=0 }^{ 2^j - 1 } | \alpha_{ j_0, k } |^p \right)^{1/p} + \left( \sum_{ j \geq j_0 } 2^{j(\sigma + 1/2 - 1/p)} \left( \sum_{ k=0 }^{ 2^j - 1 } | \theta_{ j k } |^p \right)^{1/p} \right)^{1/q} < C \right\},
\]

with the usual meaning when \( q = \infty \).

For a given \( r \)-regular wavelet, the Besov seminorm is
Since the Besov function norm is equivalent to the norm of the wavelet coefficients, 

$$\|f\|_{B^s_p,q} \approx \|\alpha_{j_0} \|_p + \|\theta\|_{\tilde{B}^s_{p,q}},$$

the magnitudes of the wavelet coefficients provide smoothness characterizations of Besov spaces. For details see Section 6.10 in Meyer [294] and Triebel [411].

The difficulty of estimation in the wavelet domain is measured by the minimax risk 

$$R^*(\epsilon, \Theta^\sigma_{p,q}(C)) = \inf_{\hat{\theta}} \sup_{\Theta^\sigma_{p,q}(C)} E[\|\hat{\theta} - \theta\|_2^2],$$

where $\epsilon$ is the standard deviation of the normal, zero-mean error $z_i$, in $d_i = \theta_i + z_i$.

The minimax risk, constrained only to thresholding estimates $\hat{\theta}_\lambda = \{\delta^\sigma(d_i, \lambda_j)\}$, is 

$$R_T^*(\epsilon, \Theta^\sigma_{p,q}(C)) = \inf_{\hat{\theta}_\lambda} \sup_{\Theta^\sigma_{p,q}(C)} E[\|\hat{\theta}_\lambda - \theta\|_2^2].$$

Donoho and Johnstone [130] show that one can find $\hat{\theta}_\lambda$ so that 

$$R_T^* \leq \Lambda(p)(1 + o(1)) R^*, \quad \text{as } \epsilon \to 0.$$ 

The constant $\Lambda(p)$ is smaller than 2.22 for all $p \geq 2$, and computational experiments indicate $\Lambda(1) \leq 1.6$. The adaptivity property of SureShrink style estimator (see page 199), is formalized by Theorem 6.4.3.

**Theorem 6.4.3** Let $\sigma > \frac{1}{p} - \frac{1}{2}$. Then, 

$$\sup_{\Theta^\sigma_{p,q}(C)} E[\|\hat{\theta}^* - \theta\|_2^2] \leq (1 + o(1)) \cdot R_T^*(\epsilon, \Theta^\sigma_{p,q}(C)), \quad \epsilon \to 0.$$ 

In short, even without knowing $\sigma, p, q$, or $C$, one obtains results as good asymptotically as if those parameters were known. Since the minimax risk is close to the minimax threshold risk, the problem of adapting across a scale of Besov bodies is solved.
6.5 THRESHOLDING POLICIES AND THRESHOLDING RULES

In Section 6.3, we defined and explored the most popular shrinkage policies: hard and soft thresholding. In this section, we mention several other popular shrinkage policies: semisoft, non-negative garrote, and hyperbole thresholding, as well as $n$-degree garrote shrinkage. We also discuss the exact risk analysis of the hard- and soft-thresholding rules and some of their modifications. Shrinkage rules that are a result of a Bayesian inference in the wavelet domain, will be discussed in Chapter 8.

6.5.1 Exact Risk Analysis of Thresholding Rules

One way to evaluate and compare thresholding rules is by calculating and inspecting their bias, variance, and risk functions under the model (6.4). Through exact risk analysis, when it is possible, one can assess the rules more efficiently than by simulation.

Donoho and Johnstone [127] (in a general setup) evaluate risks of hard- and soft-thresholding rules and demonstrate that they are asymptotically $\Gamma$-minimax, when $\Gamma$ is the family of all priors with means belonging to $\ell_p$-balls. Bruce and Gao [43], Bruce et al. [41], Gao [166], and Marron et al. [283] conduct the exact risk analysis of hard- and soft-thresholding rules under squared error loss.

Let $X \sim N(\theta, \sigma^2)$, $\sigma^2$ known, and $\delta = \delta(X, \lambda)$ be either a hard- or soft-thresholding rule with threshold $\lambda$. Without loss of generality, we may assume $\sigma^2 = 1$.

The exact expressions for bias, variance and risk under squared error loss for hard- and soft-thresholding rules are, respectively:

\[
M_\lambda^h(\theta) = \theta + \theta [1 - \Phi(\lambda - \theta) - \Phi(\lambda + \theta)] + \phi(\lambda - \theta) - \phi(\lambda + \theta),
\]
\[
V_\lambda^h(\theta) = (\theta^2 + 1) [2 - \Phi(\lambda - \theta) - \Phi(\lambda + \theta)]
+ (\lambda + \theta) \phi(\lambda - \theta) + (\lambda - \theta) \phi(\lambda + \theta) + (M_\lambda^h(\theta))^2,
\]
\[
R_\lambda^h(\theta) = 1 + (\theta^2 - 1) [\Phi(\lambda - \theta) - \Phi(-\lambda - \theta)]
+ (\lambda + \theta) \phi(\lambda + \theta) + (\lambda - \theta) \phi(\lambda - \theta),
\]  
(6.18)

\[
M_\lambda^s(\theta) = M_\lambda^h(\theta) - \lambda [\Phi(\lambda + \theta) - \Phi(\lambda - \theta)],
\]
\[
V_\lambda^s(\theta) = V_\lambda^h(\theta) - \lambda [v(\lambda, \theta) + v(\lambda, -\theta)],
\]
\[
R_\lambda^s(\theta) = 1 + \lambda^2 + (\theta^2 - \lambda^2 - 1) [\Phi(\lambda - \theta) - \Phi(-\lambda - \theta)]
-(\lambda - \theta) \phi(\lambda + \theta) - (\lambda + \theta) \phi(\lambda - \theta),
\]  
(6.19)

where $\phi$ and $\Phi$ are standard normal density and cumulative distribution function and

\[
v(\lambda, \theta) = [1 + \Phi(\lambda - \theta) - \Phi(\lambda + \theta)] \cdot [(2\theta - \lambda)(1 - \Phi(\lambda - \theta)) + 2\phi(\lambda - \theta)].
\]
The squared bias, variance, and risk for hard- and soft-thresholding rules are plotted in Fig. 6.9. The first column of plots corresponds to hard- while the second column corresponds to soft-thresholding rules. Notice that hard thresholding produces larger variance (since the rule is discontinuous) while the soft thresholding produces larger bias (since it shrinks big coefficients uniformly towards 0 by $\lambda$. The threshold $\lambda$ is 3.724 (the universal threshold for $n = 1024$, Section 6.6.2).

Marron et al. [283] have an extensive discussion on the comparison between hard and soft thresholding from a data analytic point of view.

6.5.2 Large Sample Properties of $\hat{f}$

Let

$$W = \begin{pmatrix} w_{11} & \cdots & w_{1n} \\ \vdots & \ddots & \vdots \\ w_{n1} & \cdots & w_{nn} \end{pmatrix}$$

be the matrix performing a discrete wavelet transformation, i.e., $d = Wy$.

In terms of $W$, the wavelet shrinkage estimator estimator of $\hat{f}$ is

$$\hat{f} = W^{-1}(\hat{\sigma}\delta_{\lambda}(Wy/\hat{\sigma})).$$

Therefore, the component $\hat{f}_i$ can be written as $\sum_k w_{ki}(\hat{\sigma}\delta_{\lambda}(Wy/\hat{\sigma}))_k$, $i = 1, \ldots, n$. If $\hat{\sigma}^2$ is an $L_2$-consistent estimator of the variance, then

$$E(\hat{f}_i) \approx \hat{\sigma} \sum_k w_{ki} M_{\lambda} \left( \frac{\theta_k}{\sigma} \right), \ i = 1, \ldots, n$$

and

$$\text{Var}(\hat{f}_i) \approx \hat{\sigma}^2 \sum_k w_{ki}^2 V_{\lambda} \left( \frac{\theta_k}{\sigma} \right), \ i = 1, \ldots, n,$$

where $M_{\lambda}$ and $V_{\lambda}$ are given in (6.18) and (6.19).

Under certain conditions, Brillinger [38] showed that, for each $i$, $\hat{f}_i$ is asymptotically Gaussian; see also Bruce and Gao [43]. Standard errors for the shrinkage estimator can be estimated by

$$s_i = \hat{\sigma} \sqrt{\sum_k w_{ki}^2 V_{\lambda} \left( \frac{\theta_k}{\sigma} \right)}.$$

For instance, an approximate 95% (pointwise) confidence interval for $\hat{f}$ is
Fig. 6.9  Squared bias, (a) and (b); variance, (c) and (d); and risk, (e) and (f), for hard- and soft-thresholding rules, respectively.
Also, an estimator of the bias is

\[ \text{bias}(\hat{f}_i) \approx \hat{\sigma} \sum_k w^2_{ki} \left[ M_{\lambda_k} \left( \frac{\hat{\theta}_k}{\hat{\sigma}} \right) - \frac{\hat{\theta}_k}{\hat{\sigma}} \right]. \]

### 6.5.3 Some Other Shrinkage Rules

In addition to hard- and soft-thresholding rules, a range of different shrinkage rules have been proposed.

Gao and Bruce [167] generalize hard- and soft-thresholding rules by introducing \textit{semisoft} or \textit{firm} shrinkage. The semisoft-thresholding rule depends on two non-negative parameters, \( \lambda_1 \) and \( \lambda_2 \). The rule is defined as

\[
\delta^{ss}(x, \lambda_1, \lambda_2) = \text{sgn}(x) \frac{\lambda_2}{\lambda_2 - \lambda_1} \left[ (\lambda_1 < |x| \leq \lambda_2) + x \mathbf{1}(|x| > \lambda_2) \right],
\]

and plotted in Fig. 6.10(a). Note, that

\[
\lim_{\lambda_2 \to \infty} \delta^{ss}(x, \lambda_1, \lambda_2) = \delta^s(x, \lambda_1),
\]

and

\[
\lim_{\lambda_2 \to \lambda_1} \delta^{ss}(x, \lambda_1, \lambda_2) = \delta^h(x, \lambda_1).
\]

By selecting appropriate \( \lambda_1 \) and \( \lambda_2 \), Gao and Bruce [167] demonstrate that semisoft-thresholding rule has, uniformly in \( \theta \), smaller risk than the hard-thresholding rule. More precisely, for any given \( \lambda \) there exist \( \lambda_1 \) and \( \lambda_2, \lambda_1 < \lambda < \lambda_2 \) such that for all \( \theta \)

\[
R^{ss}_{\lambda_1, \lambda_2}(\theta) < R^h_{\lambda}(\theta).
\]

The risk, variance, and bias functions of semisoft-thresholding rules have different shapes than those of hard- or soft-thresholding rules (see Exercises 6.9 and 6.10). Fan [145] shows that the semisoft-thresholding rule can be obtained as a solution of a variational problem, as in (6.12) for a slightly more complicated penalty function.

The non-negative garrote (\textit{nn-garrote}) thresholding function [Fig. 6.10(b)] is given by

\[
\delta^{nn}(x, \lambda) = \text{sgn}(x) \frac{\lambda}{\lambda - 1} \left[ (\lambda < |x| \leq \lambda + 1) + x \mathbf{1}(|x| > \lambda + 1) \right],
\]

and plotted in Fig. 6.10(b). Note, that

\[
\lim_{\lambda \to \infty} \delta^{nn}(x, \lambda) = \delta^s(x, 1),
\]

and

\[
\lim_{\lambda \to 0} \delta^{nn}(x, \lambda) = \delta^h(x, 1).
\]
Fig. 6.10  (a) Semisoft rule with $\lambda_1 = 1$ and $\lambda_2 = 2$, (b) $nn$-garrote rule with $\lambda = 1$; (c) $n$-degree garrote, for $\lambda = 1$, and $n = 3, 5, \text{ and } 50$; and (d) hyperbole rule, see Exercise 6.4.
\[ \delta^{mn}(x, \lambda) = \left( x - \frac{\lambda^2}{x} \right) 1(|x| > \lambda). \]

Gao [166] demonstrated, by simulation, that \( mn \)-garrote thresholding has advantages over both hard and soft thresholding in terms of risk and sensitivity to small perturbations in the data.

Also, if \( R_{\text{oracle}}(\theta) = \sigma^2 / 2^J + \frac{1}{n} \sum_{j=1}^{J} \sum_{j' \leq J} (\theta_{j'}^2 \wedge \sigma^2) \) (the usual oracular risk is increased by \( \sigma^2 / 2^J \) because \( \sigma \) is estimated) is the oracle furnished risk than for an appropriately chosen \( \alpha \in (0, 1] \), the \( mn \)-garrote rule also achieves the ideal risk, within a factor of \( \log n \), i.e.,

\[ R(\hat{f}_\lambda, f) \leq C \log n \left[ R_{\text{oracle}}(\theta) + O \left( \frac{1}{n^{\alpha \log n}} \right) \right]. \]

The exact risk function for the \( mn \)-garrote rule is

\[
R^{\text{mn}}(\theta) = E(\delta^{mn}(X, \lambda) - \theta)^2 = R^2(\theta) + 2\theta^2 A(\theta) + \lambda^2 B(\theta) - 2\lambda^2 [1 - \Phi(\lambda - \theta) + \Phi(-\lambda - \theta)],
\]

where

\[
A(\theta) = \int_{-\infty}^{\infty} \frac{\phi(x - \theta) - \phi(x + \theta)}{x} dx \quad \text{and} \quad B(\theta) = \int_{-\infty}^{\infty} \frac{\phi(x - \theta) + \phi(x + \theta)}{x^2} dx.
\] (6.20)

The \( n \)-degree garrote shrinkage rule was considered by Breiman [37] in the context of model selection (only for \( n = 1 \)). The rule is defined as

\[
\delta^g(x, \lambda) = \frac{x^{2n+1}}{\lambda^{2n_n} + x^{2n}}.
\] (6.21)

and is depicted in Fig. 6.10(c) for selected values of \( n \). Note that the \( n \)-degree garrote rule converges pointwise to a hard-thresholding rule when \( n \to \infty \) (except for \( x = \pm \lambda \) in which the rule has constant value \( \frac{1}{2} \)).

Panel (d) in Fig. 6.10 gives a graph of the hyperbole rule, see Exercise 6.4 for more details.
6.6 HOW TO SELECT A THRESHOLD

There are many proposals for threshold selection when the shrinkage policy is thresholding. A comprehensive overview is given in Nason [308]. In this section, we discuss several popular choices: percentile, universal, sure, cross-validation, false-discovery-rate, Lorentz, and block thresholds.

6.6.1 Mallat’s Model and Induced Percentile Thresholding

Mallat [276] noticed that, for a variety of signals and images, the distributions of wavelet coefficients appeared similar. Typically, the distributions were symmetric about zero and had a sharp peak at zero. Mallat proposed modeling of “typical wavelet coefficients” by distributions from the exponential power family $\mathcal{EPD}$ whose densities are given by

$$f(d) = C \cdot e^{-\frac{|d|^{\alpha}}{\beta}}, \quad \alpha, \beta > 0. \quad (6.22)$$

The normalizing constant $C$ in (6.22) is given by $C = \frac{\beta}{2\alpha \Gamma(1/\beta)}$. Since

$$E[D] = \frac{\alpha \Gamma(2/\beta)}{\Gamma(1/\beta)} \quad \text{and} \quad ED^2 = \frac{\alpha^2 \Gamma(3/\beta)}{\Gamma(1/\beta)},$$

the parameters $\alpha$ and $\beta$ can be estimated by the method of moments. The estimators are

$$\hat{\beta} = G^{-1} \left( \frac{m_1^2}{m_2} \right) \quad \text{and} \quad \hat{\alpha} = \frac{m_1 \Gamma(1/\hat{\beta})}{\Gamma(2/\hat{\beta})},$$

where $m_1 = \frac{1}{n} \sum |d_i|$ and $m_2 = \frac{1}{n} \sum d_i^2$ are empirical counterparts of $E[D]$ and $ED^2$, and $G(x) = \frac{\Gamma^2(2/\beta)}{\Gamma(1/\beta) \Gamma(3/\beta)}$. The model (6.22) can be used for designing a percentile-based thresholds. The induced percentile thresholding can be either hard or soft with $\lambda = q_{1-\alpha/2}$, where $q_{1-\alpha/2}$ is the $(1 - \alpha/2) \cdot 100$-percentile of the model distribution. When no model is assumed, a percentile based on the empirical distribution, $\lambda = \hat{q}_{1-\alpha/2}$, can be used.

For an empirical analysis of percentile wavelet thresholding in the context of image analysis, see Buccigrossi and Simoncelli [46], Simoncelli and Adelson [380], and Zeppenfeldt, Börger, and Koppes [472].

Next, we give an example.

Example 6.6.1 The function $y = \sin(x) + x \cos(2x)$ is evaluated at 4096 equally spaced points in $[-3, 3]$. Three noisy versions of this function are generated by adding random normal $\mathcal{N}(0, 0.5^2)$, uniform $U(0, 1)$, and $t_5$ noise, respectively.

After applying the DAUB4 wavelet transformation to the noisy signals, the parameters in (6.22) are estimated utilizing detail coefficients only. The estimators for
Table 6.10  Empirical moments and estimators of parameters for three simulated noisy data sets.

<table>
<thead>
<tr>
<th>signal + noise</th>
<th>( m_1 )</th>
<th>( m_2 )</th>
<th>( \hat{\alpha} )</th>
<th>( \hat{\beta} )</th>
<th>( \hat{C} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>signal + ( \mathcal{N}(0, 0.5^2) )</td>
<td>0.46693</td>
<td>1.41488</td>
<td>0.00380</td>
<td>0.30458</td>
<td>15.2</td>
</tr>
<tr>
<td>signal + ( \mathcal{U}(0, 1) )</td>
<td>0.30288</td>
<td>1.51483</td>
<td>0.00002</td>
<td>0.19976</td>
<td>205.9</td>
</tr>
<tr>
<td>signal + ( t_2 )</td>
<td>1.05253</td>
<td>2.766</td>
<td>0.52098</td>
<td>0.69535</td>
<td>0.76</td>
</tr>
</tbody>
</table>

\( E[D], ED^2, \alpha, \beta, \) and \( C \), are given in Table 6.10.

For the signal with normal noise, the empirical model gives \( \hat{q}_{0.975} = 1.97 \). In other words, by thresholding with \( \lambda = 1.97 \) we retain approximately 5% of the detail coefficients in the decomposition.

### 6.6.2 Universal Threshold

We have already seen in Section 6.3 that hard- and soft-thresholding rules with threshold \( \lambda = \sqrt{2 \log n} \) can asymptotically approach the “oracular” risk. Donoho and Johnstone [126] call \( \lambda \) the universal threshold.

In addition to its good asymptotic minimax properties, the universal threshold removes noise with high probability contributing to the visual quality of reconstructed signals. Such noise-cleaning arguments are based on probabilistic results concerning the maximum of \( n \) identically distributed Gaussian random variables. We start with an example in which the noise is uniformly bounded.

#### Example 6.6.2  To motivate the universal threshold, let us consider a slightly modified setup (6.4). Let \( d = \theta + \sigma \epsilon \), where \( d = (d_1, \ldots, d_n), \theta = (\theta_1, \ldots, \theta_n), \) and \( \epsilon = (\epsilon_1, \ldots, \epsilon_n) \). Suppose that the random variables \( \epsilon_i \) are uniformly bounded, \( |\epsilon_i| \leq 1 \), so that \( \sigma \) determines the size of the noise.

Let \( \hat{\theta}_i = d_i 1(|d_i| \geq \lambda) \) and let \( \lambda = \sqrt{2} \sigma \).

Then,

\[
R(\hat{\theta}, \theta) \leq C \cdot R(DP, \theta),
\]

(6.23)

where \( C \leq 6 \).

Indeed, when \( |d_i| > \lambda \),

\[
|\hat{\theta}_i| = |d_i - \sigma \epsilon_i| \geq |d_i| - |\sigma \epsilon_i| \geq (\sqrt{2} - 1)\sigma.
\]

Then, \( \sigma \leq (\sqrt{2} + 1)|\theta_i| \).
When $|d_i| \leq \lambda$,

$$|\theta_i| \leq |d_i| + \sigma|e_i| \leq (\sqrt{2} + 1)\sigma.$$ 

Therefore, $|\hat{\theta}_i - \theta_i|$ is bounded by both $(\sqrt{2} + 1)\sigma$ and $(\sqrt{2} + 1)|\theta_i|$. By taking squares and summing, we obtain (6.23). The risk is up to a multiplicative constant close to the oracular risk.

If the noise is normal, then we do not know its size. Nevertheless we can assume that the noise is “bounded” asymptotically, $|\epsilon_i| \leq \sqrt{2\log n}$.

Several theoretical results on the maximum of $n$ Gaussian random variables can be found in the literature. We state the result of Pickands [341] because of its generality.

**Theorem 6.6.1** Let $X_1, X_2, \ldots, X_n, \ldots$ be a stationary Gaussian process such that $EX_i = 0, EX_i^2 = 1$, and $EX_iX_{i+k} = \gamma(k)$. If $\lim_{k \to \infty} \gamma(k) = 0$, then $X(n)/\sqrt{2\log n} \to 1$, a.s. when $n \to \infty$.

Results of Theorem 6.6.1 are applicable to dependent normal noise. Some discussion for cases when the noise is dependent and/or non-normal is given in Section 6.7.

If the random variables $X_1, \ldots, X_n, \ldots$ are independent standard normals, then for large $n$, $P(X(n) > \sqrt{2\log n}) \sim \frac{\sqrt{2}}{n^{1/2}e^{-\sqrt{2\log n}}}$, so the universal threshold

$$\lambda = \sqrt{2\log n} \hat{\sigma},$$  \hspace{1cm} (6.24)

ensures with high probability that no noise is present in the data after thresholding.

There are several standard choices for the estimator $\hat{\sigma}$. Almost all methods involve the wavelet coefficients at fine scales. Often, only the finest scale is used to estimate the variance of noise. The signal-to-noise ratio (SNR)$^2$ is usually small at high resolutions and, if the signal is not too irregular, the finest scale should contain mainly noise. Moreover, the finest scale contains 50% of all coefficients.

Some standard estimators of $\sigma$ are

$$s = \sqrt{\frac{1}{n/2 - 1} \sum_{i=1}^{n/2} [d_i^{(J-1)} - \bar{a}^{(J-1)}]^2},$$  \hspace{1cm} (6.25)

or a more robust MAD (median absolute deviation from the median)

$^2$The SNR is defined as a ratio of standard deviations of signal and noise. In the signal processing community, SNR is defined as $10 \log_{10} \sigma^2/\sigma_n^2$, where $\sigma^2$ is the variance of the input signal and $\sigma_n^2$ is the variance of the estimated noise. The SNR defined via logarithms is measured in decibels, dB.
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\[ \hat{\sigma} = 1 / 0.6745 \cdot \text{MAD}[d^{(J-1)}] \]
\[ = 1.4826 \cdot \text{MEDIAN}[|d^{(J-1)}| - \text{MEDIAN}(d^{(J-1)})|], \]

where \( d^{(J-1)} \) is the vector of finest detail coefficients associated to the multiresolution subspace \( W_{J-1} \) (if the original data "reside" in \( V_J \)). The components and the mean of \( d^{(J-1)} \) are denoted by \( d_i^{(J-1)} \) and \( \bar{d}^{(J-1)} \), respectively.

In some situations, especially when (i) the data sets are large, and (ii) \( \sigma \) is overestimated, the universal thresholding tends to give under-fitted models. See discussion in Section 6.6.5.

Example 6.6.3 In this example we consider universal thresholding of the doppler signal. The setup is identical to that in Donoho and Johnstone [126]. The signal \([n = 2048 \ (J = 11)]\) is scaled so that the SNR = 7 for a standard normal noise. The decomposing wavelet is SYMM8 and the boundary handling is periodic. The discrete wavelet decomposition is of depth 7, i.e., the coarsest detail space is \( W_4 \) (corresponding to \( d_7 \) in S+WAVELETS.)

The universal threshold is \( \lambda = 3.93 \) and only coefficients from \( W_{10} \) to \( W_5 \) (corresponding to \( d_1 \) to \( d_6 \)) are thresholded using the hard-thresholding rule in (6.10).

Fig. 6.11 illustrates the example. The noisy signal is given in panel (a), the threshold and wavelet coefficients from levels \( d_3 \) and \( d_5 \) are depicted in panels (b) and (c), and the reconstructed signal is in panel (d). Notice that only 8 coefficients “survive” thresholding in each of \( d_3 \) and \( d_5 \).

The average “energy” of the original signal is \( \frac{1}{n} \| y \|_2^2 = 50.3479 \), the sample standard deviation of the noise is 1.0118 [estimated using (6.25)], and the MSE of the estimator \( \hat{y} \) is \( \frac{1}{n} \| y - \hat{y} \|_2^2 = 0.11104 \).

Small MSE is certainly desirable; however, it is often the case that reconstructions with the minimum MSE possess undesirable artifacts. Such artifacts aesthetically distort the reconstruction, while contributing little to the MSE.

The combination of the universal threshold and soft thresholding policy is an early proposal by Donoho and Johnstone [126] known as VisuShrink. The feature of VisuShrink is that it guarantees a noise free reconstruction, but in doing so it often underfits the data by setting the threshold conservatively high. Such behavior of VisuShrink was observed by many researchers, notably by Fan et al. [148] and Nason [308].

The optimal minimax threshold has been proposed by Donoho and Johnstone [126] as an improvement to the universal threshold. For small-to-moderate sample sizes, the optimal minimax threshold, \( \lambda_m \), can be substantially smaller than the universal threshold. If the rule is \( \delta^*(\bullet, \lambda_m) \), the bound (6.14) in Theorem 6.3.1 can be sharpened, i.e., the factor \( (2 \log n + 1) \) can be replaced by much smaller \( \Lambda^* \).

For the standard normal noise, Table 6.11 (adapted from [124]) compares the universal and optimal minimax thresholds.
Fig. 6.11 Hard thresholding with the universal threshold. (a) Noisy signal, SNR = 7. (b) Wavelet coefficients from the level $d_3$ ($W_3$) and universal threshold. (b) Wavelet coefficients from the level $d_5$ ($W_5$). (d) Reconstructed signal.
### Table 6.11

<table>
<thead>
<tr>
<th>n</th>
<th>$\lambda_n$</th>
<th>$\sqrt{2 \log n}$</th>
<th>$\Lambda^*$</th>
<th>$2 \log n + 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>64</td>
<td>1.474</td>
<td>2.884</td>
<td>3.124</td>
<td>8.318</td>
</tr>
<tr>
<td>256</td>
<td>1.669</td>
<td>3.330</td>
<td>4.442</td>
<td>11.090</td>
</tr>
<tr>
<td>1024</td>
<td>2.232</td>
<td>3.723</td>
<td>5.976</td>
<td>13.863</td>
</tr>
<tr>
<td>4096</td>
<td>2.594</td>
<td>4.079</td>
<td>7.728</td>
<td>16.635</td>
</tr>
<tr>
<td>16384</td>
<td>2.952</td>
<td>4.405</td>
<td>9.715</td>
<td>19.408</td>
</tr>
</tbody>
</table>

#### 6.6.3 A Threshold Based on Stein’s Unbiased Estimator of Risk

Donoho and Johnstone [128] developed a technique of selecting a threshold by minimizing Stein’s unbiased estimator of risk (Stein, [386]). The original paper of Donoho and Johnstone was drafted in 1990. This threshold is implemented in an adaptive denoising procedure, SureShrink. The adaptation in SureShrink is achieved by specifying thresholds level-wise.

The following result gives the theoretical background for the threshold selection.

**Theorem 6.6.2** Let $d_i \sim N(\theta_i, 1)$, $i = 1, \ldots, k$. Let $\hat{\theta}$ be an estimator of $\theta = (\theta_1, \ldots, \theta_k)$. If the function $g = \{g_i\}_{i=1}^k$, in the representation $\hat{\theta}(d) = d + g(d)$, is weakly differentiable, then

$$E^d ||\hat{\theta} - \theta||^2 = k + E^d \{ ||g(d)||^2 + 2\nabla g(d) \},$$

where $\nabla g = \sum_{i=1}^k \{ \frac{\partial}{\partial d_i} g_i \}$.

It is interesting that the estimator $\hat{\theta}$ in (6.26) can be nearly arbitrary; for instance, it can be biased, non-linear, and so on. The application of (6.26) to $\delta^*(d, \lambda)$ gives

$$\text{SURE}(d, \lambda) = k - 2 \sum_{i=1}^k 1(|d_i| \leq \lambda) + \sum_{i=1}^k (|d_i| \wedge \lambda)^2,$$

as an unbiased estimator of risk, i.e.,

$$E||\delta^*(d, \lambda) - \theta||^2 = E \text{SURE}(d, \lambda).$$

When $k$ is large, the law of large numbers (LLN) argument states that SURE is close to its expectation, motivating the following threshold selection:

$$\lambda_{\text{SURE}} = \arg \min_{0 \leq \lambda \leq \Lambda^*} \text{SURE}(d, \lambda).$$

(6.28)
The hard-thresholding rule is discontinuous and does not have a bounded weak derivative.

The threshold $\lambda^{sure}$ and the soft-thresholding rule are the core of the level-dependent procedure Donoho and Johnstone call the SureShrink. If the wavelet representation at a particular level is not too sparse, the SURE threshold is used. Otherwise, the universal threshold is selected. The level $j$ is considered sparse if

$$s_j^2 \leq \frac{1}{\sqrt{n_j}} \log n_j^{3/2},$$

where $n_j$ is the number of coefficients in the $j$th level, and $s_j^2 = \frac{1}{n_j} \sum_{k=1}^{n_j} (\lambda_{j,k}^2 - 1)$.

For details see Donoho and Johnstone [128].

It is possible to derive thresholds of SURE-type for $\delta^{ss}, \delta^{mg}$, and so on, but the simplicity of the representation (6.27) is lost. Donoho and Johnstone demonstrate that the minimum in (6.28) is achieved at one of the $|L_i|$. Since there are only $k$ such values, the algorithm to calculate $\lambda^{sure}$ is fast. The computational complexity of their algorithm is $O(k \log k)$.

SureShrink is related to Akaike’s AIC criterion; see a discussion in Ogden [321], page 146.

### 6.6.4 Cross-Validation

Cross-validation is a classical statistical procedure used in different statistical settings. For example, in density estimation or in spline smoothing, cross-validation provides an automatic procedure for choosing the bandwidth or a smoothing parameter. Some general references are Burman [48], Hall and Koch [182], and Wahba [435]. Several researchers applied cross-validation techniques in the wavelet domain.

Nason [309] applied cross-validation to the problem of threshold selection. His method utilizes the standard paradigm: minimize the prediction error generated by comparing a prediction, based on part of the data, to the remainder of the data.

We give a brief overview of Nason’s twofold cross-validation procedure. More details can be found in [308, 309]. Let $y_1, y_2, \ldots, y_n$ ($n$ is an integral power of 2) be the observations. Let $\hat{f}^E$ be the wavelet threshold estimate based on the re-indexed subsample $y_2, y_4, \ldots, y_{n/2}$. Let $\hat{f}^E_{k,j}$ be an interpolated estimator, defined as

$$\hat{f}^E_{k,j} = \begin{cases} \left( \frac{\hat{f}^E_{k,j+1} + \hat{f}^E_{k,j}}{2} \right), & j = 1, 2, \ldots, \frac{n}{2} - 1, \\ \left( \frac{\hat{f}^E_{k,1} + \hat{f}^E_{k,n/2}}{2} \right), & j = \frac{n}{2} \end{cases} \quad (6.29)$$

Let $\hat{f}^O_k$ be the counterpart to $\hat{f}^E_k$, computed using the odd-indexed points and let the interpolants $\hat{f}^O_{k,j}$ be computed as in (6.29).

A cross-validatory estimate of the mean-square error is
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\[ \hat{M}(\lambda) = \sum_{j=1}^{n/2} \left[ \left( \hat{f}_\lambda^{FE} - y_{2j+1} \right)^2 + \left( \hat{f}_\lambda^{FO} - y_{2j} \right)^2 \right]. \]

The periodicity in data is assumed and \( y_{n+1} = y_1 \). The value \( \lambda^* \) that minimizes \( \hat{M}(\lambda) \) is based on \( n/2 \) points (both estimates of \( f \), \( \hat{f}_\lambda^{FE} \) and \( \hat{f}_\lambda^{FO} \) are based on \( n/2 \) points), and a correction for sample size is needed. The adjustment is made by a heuristic comparison with the universal threshold, see Exercise 6.3.

With this correction, Nason’s cross-validatory threshold is

\[ \lambda_{opt} = \left( 1 - \frac{\log 2}{\log n} \right)^{-1/2} \lambda^*. \quad (6.30) \]

Nason [309] showed that one can almost always find a unique minimizer of \( \hat{M}(\lambda) \) and compared the performance of the cross-validatory threshold to the Donoho-Johnstone universal and SureShrink methods. He also reported that in the case of heavy-tailed noise the described cross-validation method did not perform well.

Wang [448] addresses the problem in which the noise is correlated and exhibits long-range dependence. By using the wavelet-vaguelette decomposition (Donoho [119], Kolaczyk [238], also Section 11.2) data can be nearly decorrelated. However, due to level-wise heterogeneity of variances in the wavelet domain an adjustment to the cross-validation procedure of Nason-type is necessary.

Weyrich and Warhola [456] (see also Amato and Vuza [9]) use generalized cross-validation criterion, previously proposed by Wahba [434] in the context of spline approximations. Let \( y \) be the data, \( W \) be the matrix of wavelet transformation, and \( \tilde{D}_\lambda = \text{diag}(1, 1, \ldots, 1, \tilde{\delta}_{\lambda,j-1}, \ldots, \tilde{\delta}_{\lambda,j-2}, \tilde{\delta}_{\lambda,j-1}) \). The vectors \( \tilde{\delta}_{\lambda,j} \) in \( \tilde{D}_\lambda \) have entries \( 1(\left| k_j \right| > \lambda) \) and their pattern matches the pattern in \( Wy = (c^{(j-k)}, d^{(j-k)}, d^{(j-k+1)}, \ldots, d^{(j-1)}) \). The sub-vector of 1’s in \( \tilde{D}_\lambda \) corresponds to smooth coefficients \( c^{(j-k)} \), which are not shrunk. The generalized cross-validation function is

\[ \text{GCV}(\lambda) = \frac{\frac{1}{n} \| y - y_\lambda \|^2}{\left[ \frac{1}{n} \text{tr}(I - A) \right]^2}, \quad (6.31) \]

where \( A = W^{-1} D_\lambda W \) is so-called influence matrix, \( y_\lambda = Ay \), and \( \text{tr}(M) \) is the trace of a matrix \( M \). The cross-validation value of \( \lambda^* \) is defined as

\[ \arg \min_{\lambda \in \mathbb{R}^+} E[\text{GCV}(\lambda)]. \]

An approximation, justified by the LLN, can be found by direct minimization of
The simulation results provided by the authors are encouraging. Asymptotic optimality of Weyrich and Warhola type procedures was established by Jansen, Malfait, and Bultheel [219].

### 6.6.5 Thresholding as a Testing Problem

The process of thresholding of wavelet coefficients can be viewed as a testing problem. For each wavelet coefficient $d_i = \theta_i + \sigma \epsilon_i$, the hypothesis $H_0 : \theta_i = 0$ is tested against the alternative $H_1 : \theta_i \neq 0$. If the hypothesis $H_0$ is rejected, the coefficient $d_i$ is retained in the model. Otherwise, it is discarded.

The universal threshold can be viewed as a critical value of a similar test in which the level is

$$
\alpha = P(|d_i| > \sqrt{2 \log n \sigma} | H_0 )
$$

$$
= 2\Phi(-\sqrt{2 \log n})
$$

$$
\approx (n \sqrt{\pi \log n})^{-1} \quad \text{[because } \Phi(-x) \approx \phi(x)/x \text{ when } x \text{ is large]}.
$$

The power of the test against the alternative $H_1 : \theta_i = \theta(\neq 0)$ is $O\left(\frac{1}{n \sqrt{\pi \log n}}\right)$ as well; see Exercise 6.11.

In testing $n$ statistical hypotheses simultaneously, the Bonferroni procedure guarantees that the overall level of the omnibus test is $\alpha$ by setting the levels for individual hypotheses to be $\frac{\alpha}{n}$. Bonferroni methods are not used much in practice, since for large $n$ the level $\frac{\alpha}{n}$ becomes unduly small resulting in loss of “strictness”.

The universal thresholding is equivalent to a Bonferroni-type test. It controls the probability of even one erroneous inclusion of a coefficient. The approximate level of $(n \sqrt{\pi \log n})^{-1}$ tends to zero as $n$ increases. Subsequent severe decreases in power are compensated by accepting almost all $H_0$, leading to severe underfitting, see related comments on page 197.

One way to control such dissipation of power is proposed by Abramovich and Benjamini [1, 2]. The proposal is based on the false discovery rate (FDR) method of Benjamini and Hochberg [25].

Let $R$ be the number of wavelet coefficients that “survived” thresholding. If $S$ of them are correctly kept, then $V = R - S$ are erroneously kept. The error in such a procedure can be expressed in terms of the random variable $Q = V/R$. The false discovery rate of coefficients is the expectation of $Q$; that is, the expected portion of coefficients erroneously kept. Following Benjamini and Hochberg [25], Abramovich and Benjamini [1] propose maximizing the number of coefficients kept,
subject to condition $EQ \leq \alpha$. Their procedure has three steps:

- **STEP 1.** For each $d_{jk}$ find its two-sided $p$-value, $p_{jk}$ in testing $H_0 : \theta_{jk} = 0$,

  $$p_{jk} = 2[1 - \Phi([d_{jk}] / \sigma)].$$

- **STEP 2.** Order the $p_{jk}$ according to their size, $p_{(1)} \leq p_{(2)} \leq \cdots \leq p_{(n)}$. Find $k = \max\{i \mid p_{(i)} < (i/n) \cdot \alpha\}$. For this $k$ calculate

  $$\lambda_k = \sigma \Phi^{-1} \left(1 - p_{(k)}/2\right).$$

- **STEP 3.** Threshold wavelet coefficients at level $\lambda_k$.

If $\varepsilon$ is Gaussian, the above procedure ensures the FDR to be below $\alpha$. If the input is pure noise (all $\theta_i = 0$), then controlling the FDR implies the control of the probability of including erroneously even one coefficient (Bonferroni’s approach). Indeed, $Q$ is then $Ber(p)$, $p = P(V \geq 1)$. In orthogonal regression, using FDR can give substantially smaller thresholds. When the model is sparse, FDR-like selection yields estimators with strong large sample adaptivity properties. A balancing of FDR and unbiased risk methods provides asymptotic minimax MSE adaptivity of broad generality.

Ogden and Parzen [324, 325] propose the determination of thresholds via recursive likelihood ratio tests. They find the asymptotic distribution for the statistic $T$ representing the cumulative energy of the observed wavelet coefficients under consideration. If $T$ is significant, the coefficient with largest energy is adopted into the model, and the test is repeated on the remaining cumulative energy. Of course, a new statistic $T$ and the critical level have to be calculated at each iteration. The procedure is repeated until $T$ is found not significant, and the observed coefficients constituting $T$ are replaced by 0 in the model. Ogden and Parzen show that the overall power of their procedure remains high even if $n$ is moderately large. For two-dimensional implementations see Ogden and Hilton [322].

### 6.6.6 Lorentz Curve Thresholding

Based on the Lorentz curve for the distribution of the energy of wavelet coefficients, it is possible to propose a thresholding criteria. The thresholding method is distribution-free, i.e., no assumptions on the distribution of noise are imposed. We first give a definition of the Lorentz curve for continuous random variables.

Let $X$ be a nonnegative random variable such that $EX = \mu < \infty$. It is assumed that

- **(A1)** the c.d.f. $F$ is a strictly monotone function on the support of $X$, and
- **(A2)** $F$ is continuous at $\mu$.  

The Lorentz curve corresponding to $X$ is defined as

$$L(p) = \frac{1}{\mu} \int_0^{\xi_p} x dF(x), \quad (6.33)$$

where $\xi_p$ is the (unique) population $p$th quantile. Distributions with finite mean uniquely define their Lorentz curve, and vice versa. The scale-free character of $L(p)$ allows development of goodness-of-fit tests for families of distributions depending on an unknown scale parameter (see Gail and Gastwirth [162]).

**Example 6.6.4** For a uniform distribution, $L(p) = p^2$. For an exponential distribution, $L(p) = p + (1 - p) \log(1 - p)$. For a Pareto distribution, $f(x) = ak^a x^{-(a+1)}$, $a, k > 0, x \geq k$, $L(p) = 1 - (1 - u)^{(a-1)/a}$, $a > 1$.

Let $p_0$ be the argument at which the distance between the Lorentz curve and the line $L(p) = p$ is maximum [Fig. 6.12(b)].

The following lemma holds.

**Lemma 6.6.1** Under assumption (A1),

$$p_0 = F(\mu).$$

**Proof:** The assumption (A1) is needed to ensure uniqueness of the quantile $\xi_p$. A change of variables in the integral (6.33) gives $L(p) = \frac{1}{\mu} \int_0^{\xi_p} \xi_t dt$. By solving the
equation \((\mu - L(\mu))' = 0\), one gets \(\mu = \xi_p\), i.e., \(p_0 = F(\mu)\). An empirical counterpart of \(p_0 = F(\mu)\) is

\[ \hat{p}_0 = F_n(\bar{X}) = \frac{1}{n} \sum 1(X_i \leq \bar{X}). \]

The following theorem gives an almost sure convergence result for \(\hat{p}_0\).

**Theorem 6.6.3** Under assumptions (A1) and (A2),

\[ \hat{p}_0 \to p_0, \quad \text{a.s.} \]

**Proof:**

\[ |F_n(\bar{X}) - F(\mu)| \leq |F_n(\bar{X}) - F_n(\mu)| + |F_n(\mu) - F(\mu)|. \]

Assumption (A2) implies that \(|F_n(\mu) - F(\mu)| \to 0\), and the Glivenko-Cantelli theorem gives \(|F_n(\bar{X}) - F_n(\mu)| \to 0\), a.s., proving the theorem.

**Lorentz Curve Thresholding Rule:** Threshold (replace by 0) the 100% coefficients with smallest energy. The point \(\hat{p}_0\) is the proportion at which the gain (in parsimony) by thresholding an additional element is smaller than the loss in the energy. Both losses are measured on a scale 0–1, and are equally weighted (Fig. 6.12).

**Remark 6.6.1** For different weights of losses (loss in energy is \(k\) times more serious than the gain in parsimony) one can generalize the above rule as follows: For \(k > 0\) one maximizes \((kp - L(\mu))\) instead of \((p - L(\mu))\). The solution is \(p_0 = F(k\mu)\) and the sample counterpart of \(p_0\) is \(\hat{p}_0 = F_n(k\bar{X}) = \frac{1}{n} \sum 1(X_i \leq k\bar{X}).\) The almost-sure convergence result, as in Theorem 6.6.3, holds.

The described thresholding procedure is equivalent to the hard thresholding for a particular threshold level \(\lambda\).

In Lorentz thresholding, only those coefficients \(d_i\) for which \(d_i^2 \leq \bar{d}^2\) are thresholded. With \(\bar{d}\) we denote \(\bar{d}^2 + \bar{d}_2^2 + \cdots + \bar{d}_n^2 = \|d\|^2/n\). It is straightforward to show that the hard Lorentz thresholding function is

\[ \delta(d_i) = d_i \cdot 1(|d_i| \leq \|d\|/\sqrt{n}) . \]

The orthogonality of the wavelet transformations implies that \(\lambda = \|\tilde{y}\|/\sqrt{2}\). Consequently, the distribution of \(\lambda\) will be known when the distribution of the input data \(\tilde{y}\) is known. For instance, if the \(y_i\)'s are i.i.d. random variables with a finite second moment \(\mu_2\), then \(\lambda \to \sqrt{\mu_2}\), a.s.

The “soft” thresholding of the energy (when the largest rejected energy value is subtracted from the non-thresholded elements) corresponds to the hyperbole thresholding, see Exercise 6.4.

Lorentz thresholding proved useful in problems of separating attached and de-
tached eddy motions in turbulence signals, see Section 11.5. A related threshold selection procedure is the "top $n$" ("top $p\%$"). The threshold is determined so that the $n$ coefficients ($p\%$ of the coefficients) with largest energies survive the thresholding.

6.6.7 Block Thresholding Estimators

Most of the standard wavelet methods achieve adaptivity through term-by-term thresholding of the empirical wavelet coefficients. Other coefficients have no influence on the treatment of a particular coefficient. Block thresholding rules shrink wavelet coefficients in groups rather than individually. Simultaneous decisions are made to retain or to discard all the coefficients within a block. For example, all coefficients in a block are included or excluded simultaneously depending on a function of their magnitudes. Performance of the block thresholding method can be superior to that of its term-by-term counterparts, since the block thresholding addresses the dependence of the neighboring coefficients in the wavelet domain. Block thresholding methods are shown to reduce the bias and to react more rapidly to sudden frequency changes in the signal. However, it was demonstrated that some block thresholded estimators are more sensitive with respect to the selection of threshold. The assignment of coefficients to blocks is also ad hoc and may call for some type of spinning procedure (see page 208) in order to reduce the effect of blocking.

Block thresholding was the subject of research of several authors. Cai [53] studied block thresholding via the approach of ideal adaptation with an oracle. Based on an oracle inequality, Cai proposed the following procedure:

• **STEP 1.** Transform the data into the wavelet domain via the discrete wavelet transformation: $d = W \cdot y$.

• **STEP 2.** At each resolution level $j$, group the empirical wavelet coefficients into disjoint blocks $(j\mathcal{B})$ of length $L = \lfloor \log n \rfloor$.

• **STEP 3.** Within each block $(j\mathcal{B})$, estimate the coefficients simultaneously via a James-Stein-type shrinkage rule

$$\hat{\theta}_{j,k} = (1 - \lambda, L \sigma^2 / S_j^2)_{+} \cdot d_{j,k}, \quad \text{for all } j, k \in (j\mathcal{B}).$$

where

$$S_j^2 = \sum_{j', k \in (j\mathcal{B})} d_{j',k}^2.$$

• **STEP 4.** Obtain the estimate of the function via the inverse discrete wavelet transformation of the processed coefficients. This estimate is called a BlockJS estimate.

The thresholding constant $\lambda_*$ is set to $\lambda_* = 4.505$, which is an approximate solution of the equation $\lambda - \log \lambda = 3$. The value $\lambda_*$ is derived from an oracle inequality introduced in Cai [53].

The estimator then enjoys good numerical performance and asymptotic optimality.
More specifically, Cai [53] showed the following asymptotic result.

**Theorem 6.6.4** Let $\psi$ be an $r$-regular wavelet and let $B_{pq}(M)$, $M \in \mathbb{R}$ be a Besov ball. Then, the BlockJS estimator satisfies

$$
\sup_{f \in B_{pq}} E\|\hat{f}_n - f\|^2 \leq \begin{cases} 
Cn^{-\frac{r}{1+d_{\sigma}}}(1 + o(1)), & p \in [2, \infty], \sigma \in (0, r) \\
Cn^{-\frac{r}{1+d_{\sigma}}}(\log n)^{(2/p-1)/(1+2p)}(1 + o(1)), & p \in [1, 2), \sigma \in (1/p, r)
\end{cases}
$$

for all $0 < M < \infty$, $q \in [1, \infty]$, and $p \in [2, \infty]$.

Cai and Silverman [55] propose a different thresholding method that also incorporates information on neighboring coefficients into the decision making. The coefficients are considered in overlapping blocks; the treatment of coefficients in the middle of each block depends on the data in the whole block. They investigate asymptotic and numerical performances of two particular versions of the estimator. Cai and Silverman [55] show that, asymptotically, one version of the estimator achieves the exact optimal rates of convergence over a range of Besov classes for global estimation, and attains the adaptive minimax rate for estimating functions at a point. In numerical comparisons with various methods, both versions of the estimator perform excellently.

Cai [52] and Hall et al. [186] explore other types of block thresholding estimators. Pensky [331] and Efroimovich [139] consider global thresholding methods in which the blocks are whole levels (quazilinear procedures).

### 6.7 OTHER METHODS AND REFERENCES

The denoising procedures in the literature usually focus on a preselected basis. Donoho [121], Donoho and Johnstone [125] and Saito [360] address the problem of ideal denoising in an orthonormal basis selected from a library of bases.

The local Karhunen-Loève and local discriminant bases suitable for feature extraction and classification problems have been developed by Coifman and Saito [92, 93], Saito [359, 362], and Saito and Coifman [364, 365]. See also Saito and Coifman [366] and Saito [361] for applications in geology and geophysical acoustic.

Saito [360], Antoniadis, Gijbels, and Grégoire [14], and Krim and Pesquet [247] approach the problem of threshold selection from the *minimum description length* (MDL) standpoint. For example, according to Saito’s approximate MDL principle, the $k$ “top” coefficients enter in the model $m$, if the pair $(k, m)$ minimizes

$$
\text{AMDL}(k, m) = \frac{3k}{2} \log_2 n + \frac{n}{2} \log_2 \|d_m - \hat{d}_m\|^2.
$$

In (6.34), $n$ is sample size, $d_m$ is the vector of wavelet coefficients in the basis $B_m$.
from a fixed library of bases, and \( \tilde{d}_m^* \) is the hard-thresholded vector \( \tilde{d}_m \) with exactly \( k \) non-zero components. See [14] for a discussion and results on the consistency of the approximate MDL principle.

Bruce et al. [41] introduce a robust smoother-cleaner wavelet transformation to address the problem of heavy-tailed noise. Before applying the usual wavelet filtering in each step of the wavelet decomposition, “smooth parts” are pre-processed to eliminate the “robust residuals.” Donoho and Yu [135] provide some results on median based thresholding. See also Schick and Krim [370].

Translation invariant wavelet shrinkage (cycle-spin method) was introduced by Coifman and Donoho [88], see also Bruce, Gao and Stuetzle [44]. Given the model (6.2), the translation invariant shrinkage estimator is

\[
\hat{f}_{TI} = \frac{1}{2^J} \sum_{k=0}^{2^J-1} (WS_k)' \delta(WS_k y),
\]  

(6.35)

where \( W \) is a matrix of the wavelet transformation,

\[
S_k = \begin{pmatrix}
O_{k \times (n-k)} & I_{k \times k} \\
I_{(n-k) \times (n-k)} & O_{(n-k) \times k}
\end{pmatrix}
\]

is a shift matrix, and \( \delta \) is the shrinkage operator. \( I_{k \times k} \) is the identity matrix with \( k \) rows and \( O_{r \times c} \) is an \( r \times c \) matrix of zeroes.

An equivalent way to introduce translation invariant shrinkage is via nondecimated wavelet transformations, see Section 5.5. If \( W_{TI} \) is a matrix of nondecimated wavelet transformation [it maps a vector of length \( n \) into a vector of length \( (J + 1)n \)], then (6.35) is equivalent to

\[
\hat{f}_{TI} = W_{TI}^\# \delta(W_{TI} \cdot y)
\]  

(6.36)

where \( W_{TI}^\# = (W_{TI}' W_{TI})^{-1} W_{TI}' \) is a generalized inverse of \( W_{TI} \).

Coifman and Donoho [88] discuss asymptotic properties of \( \hat{f}_{TI} \), and Bruce, Gao, and Stuetzle [44] demonstrate superb performance of the cycle-spin method. See also Lang et al. [252].

Wavelet shrinkage procedures for more general noise were considered by many researchers. Johnstone and Silverman [222] consider correlated normal errors in the time domain, corresponding error distributions in the wavelet domain, and optimality of thresholding procedures in their setup. The level-dependent thresholds are chosen to minimize a data based unbiased risk criterion. Neumann and Spokoiny [314] apply the classical leave-out-one cross-validation method in non-Gaussian regression. Neumann and von Sachs [315] consider asymptotic normality of empirical wavelet
coefficients and apply it to stationary and locally stationary noises. By considering
tail probabilities of empirical wavelet coefficients, Patil [329] (for hazard rates), Gao
[164] (for spectral densities), and Delyon and Juditsky [112] (global estimation prob-
lems), developed appropriate thresholds. By utilizing the extreme value theory, point
processes, and the domain of attraction theory, Wu [465, 466] developed shrinkage
procedures, that possess asymptotic minimax optimality properties for a wide class
of error distributions.

Generalizations of WaveShrink-type techniques to nonequispaced (NES) designs
impose additional conceptual and calculational burdens. There are several proposals
on how to estimate a regression function by wavelets when the design is irregular.
The simplest proposal is to carry out the analysis as if the data were equally spaced.
This method is known as the coercion to equal spacing. Another class of wavelet-
based methods applicable to nonequispaced data utilizes interpolation and averaging.
Based on the available data, values of the function at equally spaced points are
approximated; to such approximate values the standard wavelet methods are applied.
References on approximation-type method include Deslauriers and Dubuc [113],
Antoniadis, Grégoire, and McKeague [15], Antoniadis, Grégoire, and Vial [17],
Jansen and Bultheel [217], Hall and Turlach [187], Brown and Cai [54], Foster
[156], and Lenarduzzi [256], among others. Sardy et al. [367] consider the Haar
basis and propose four approaches that extend the Haar wavelet transformation to
NES data. Each approach is formulated in terms of continuous wavelet functions
applied to a piecewise constant interpolation of the observed data, and each approach
leads to wavelet coefficients that can be computed via a matrix transformation of the
original data. Pensky and Vidakovic [334] propose a linear method that utilizes a
probabilistic model imposed on the design in calculating the empirical coefficients
\( c_{jk} \). Here is a brief description of the method in [334].

Let

\[
(X_1, Y_1), (X_2, Y_2), \ldots, (X_n, Y_n),
\]

be a sample of size \( n \). Let \( f(x) \) be the marginal density of \( X \) and let \( m(x) = \)
\( E(Y|X = x) \) be the regression function to be estimated. Assume that \( f(x) \) does
not vanish in the interior of its support and \( m(x) \in L_2(\mathbb{R}) \). Instead of estimating
\( m(x) \) directly we estimate its projection on a multiresolution subspace \( V_J \),
\( m_J(x) = \text{Proj}_{V_J} m(x) = \sum_{k \in \mathbb{Z}} \hat{c}_{J,k} \phi_{J,k}(x) \).

Let \( \hat{m}_n(x) \) be an estimator of \( m(x) \), more precisely, of \( \text{Proj}_{V_J} m(x) \),

\[
\hat{m}_n(x) = \sum_k \hat{c}_{J,k} \phi_{J,k}(x),
\]

with \( \hat{c}_{J,k} \)
\[ \hat{c}_{J,k} = \frac{1}{n} \sum_{i=1}^{n} \frac{\phi_{J,k}(X_i) Y_i \cdot 1(\hat{f}_n(X_i | X_{-i}) \geq \delta_n)}{\hat{f}_n(X_i | X_{-i})}. \] (6.39)

\( X_{-i} \) is the sample without the \( i \)th observation, i.e., \( X_1, \ldots, X_{i-1}, X_{i+1}, \ldots, X_n \), \( \delta_n \) is positive and goes to zero with an appropriate rate, and

\[ \hat{f}_n(x | X_{-i}) = \frac{1}{n-1} \sum_{j=1; j \neq i}^{n} K_n(x, X_j), \]

where \( K_n(x, y) \) is a bounded kernel, symmetric in its arguments.

The motivation for (6.39) is the following representation of \( c_{J,k} \):

\[ c_{J,k} = 2^{J/2} \int_{-\infty}^{\infty} \phi(2^J x - k) m(x) \, dx \]
\[ = \frac{1}{2^{J/2}} \phi(2^J x - k) m(x) \, f(x) \, dx \]
\[ = E \left[ \frac{\phi_{J,k}(X) Y}{f(X)} \right]. \] (6.40)

Good MISE rates of convergence of (6.38) are possible if the design density \( f \) is reasonably smooth, see [334] for details.

**Example 6.7.1** In this example we consider the test function `heavisine`, one of the four Donoho and Johnstone's standard test functions. Its functional form is

\[ h(x) = 4 \sin(4\pi x) - \text{sgn}(x - 0.3) - \text{sgn}(0.72 - x), \quad 0 \leq x \leq 1. \]

The function was sampled at 256 points with the sampling density for \( X \)

\[ f(x) = \begin{cases} 0.2, & 0.6 \leq x < 0.8 \\ 1.2, & 0 \leq x < 0.6 \text{ and } 0.8 \leq x \leq 1. \end{cases} \] (6.41)

The histogram of the sampled values \( X_1, \ldots, X_{256} \) is shown in Fig. 6.13(a). Fig. 6.13(b) depicts two reconstructions. The solid line corresponds to the coercion method while the dotted line is the NES estimator. Notice that the coercion method in this case has an overall erratic behavior, especially in the region [0.6, 0.8] where the sampling was scarce. Both methods missed the sharp spike present in the `heavisine` test function. The decomposing wavelet was DAUB6. The histogram procedure (built in S-Plus) was used to produce the pre-estimator \( f_n \). The projection space was \( V_4 \), i.e., \( J = 4 \).
Nonlinear wavelet-based estimation of functions can be founded on grounds different than the thresholding/shrinkage paradigm. Based on a conjecture of Marr (see [282] and Chapter 8 in [295]) and the multiscale Canny edge-detection paradigm, Mallat and Zhong [280, 281] developed an algorithm for reconstructing a signal from local extrema of its (either continuous or stationary) wavelet coefficients. The authors demonstrate that the evolution of wavelet local extrema across scales well describes the local shapes and irregular structures in the signal. Such local maxima are visible as snake-like lines in the time/frequency plane.

An illustration of maximum moduli lines from which the signal can be reconstructed, is provided in Fig. 6.14. Panel (a) depicts a continuous wavelet transformation of the doppler signal. The signal was decomposed by the “Mexican hat” wavelet, see Example 3.1.3. The lines in panel (b) are local maxima of the absolute values (moduli) of the wavelet coefficients.

It comes as a surprise that reconstructions from “maximum moduli” lines are almost exact. Mallat and Zhong [280] state that for images, errors in maximum moduli reconstructions fall below visual sensitivity.

Carmona [60] proposes a variation on the Mallat-Zhong algorithm that approximates the signal directly in the time domain by utilizing splines and constrained approximation.

The interested reader can also consult Carmona, Hwang, and Torrésani [62, 63] for a description of singularities and for the use of ridges in maximum moduli reconstructions. From a statistical point of view, the methods based on ridges are
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Fig. 6.14 (a) Continuous wavelet transformation of doppler signal. The size of the signal was $n = 2048$ and the decomposing wavelet was the “Mexican hat.” (b) Maximum moduli lines. These methods are typically insensitive to an additive white noise in the signal.

A comprehensive discussion of different algorithms performing maximum moduli reconstructions in a more general time/frequency environment and the matching software implementations can be found in Carmona, Hwang, and Torrésani [64]. See also Carmona [59] and Carmona and Hudgins [61] for some real-life applications of the maximum moduli methods.

Due to their remarkable property to “zoom in” on very short-lived phenomena in time/frequency, such as transients in signals or singularities in functions, wavelets provide an ideal tool to study localized changes.

Wang [447, 451] proposed a wavelet method to study change-points of functions in one and two dimensions. Wang’s method requires no prior knowledge about the existence of change-points and can be applied to problems with an unknown number of change-points. In edge detection literature, it is almost the rule that methods that achieve optimal rates of convergence are computationally complex. On the other hand, practicable data processing algorithms are frequently suboptimal. In contrast, a wavelet-based method is optimal or nearly optimal and can be computed by fast algorithms. The change-point algorithm has also been employed in construction of the wavelet estimate of a function with jumps and cusps to reduce Gibbs errors and improve visual quality. In general the jump can be located more precisely by wavelet coefficients at higher resolution levels and at the same time detect the cusp by wavelet coefficients at lower resolution levels. See also related results in Wang [449].
Cristobal et al. [97] discuss the sigmoidal threshold — a variable threshold that exhibits good MSE and perceptual properties. The threshold is a function of the level $j$.

$$
\lambda_j = \left(1 - \frac{1}{1 + \exp(j - j_0)}\right) \cdot \sigma,
$$

where $n_j$ depends on the noise level in the scale $j$. The idea is to introduce a “soft” variation in the threshold values for improving the perceptual quality response. The suggested value for $n_j$ was 2 in some applications.

Chang and Vetterli [175] and Chang, Yu, and Vetterli [176] use classification methods to develop spatial-adaptive thresholding methods for images.

Fan [144] proposes two test statistics based on the wavelet thresholding and the Neyman truncation. Fan provides extensive evidence to demonstrate that the proposed tests have higher power in detecting sharp peaks and high frequency alternations, while maintaining the same capability in detecting smooth alternative densities as the traditional tests. See also Spokoiny [383]

### 6.8 Exercises


6.2. Prove that the ideal risk $\sum \min(\theta_i^2, \sigma^2)$ can be represented as $\sigma^2 N(\sigma) + C_N(\sigma)$, where $N(\sigma)$ is the number of $\theta_i$ such that $|\theta_i| \geq \sigma$, and $C_n$ is the energy contained in the $n$ largest $|\theta_i|$’s. Thus, the ideal risk is a measure of the extent to which the energy is compressed into a few wavelet coefficients.

6.3. Let $\lambda(n) = \sqrt{2 \log n}$. Show that $\lambda(n/2) = c_n \lambda(n)$ for

$$c_n = \left(1 - \frac{\log 2}{\log n}\right)^{-1/2}.
$$

The constant $c_n$ is the correction constant in (6.30).

6.4. Project. The hyperbole rule $\delta^{hy}(x, \lambda) = \text{sgn}(x)\sqrt{x^2 - \lambda^2} 1(|x| \geq \lambda)$ can be obtained by soft thresholding of energies of wavelet coefficients, $d^2$. It also, like the $nn$-garrote function, combines properties of both hard- and soft-thresholding rules. Plot the bias, variance, and risk of the hyperbole thresholding rule $\delta^{hy}(X, \lambda)$ for $X \sim \mathcal{N}(\theta, 1)$.

6.5. Since $nn$-garrote is weakly differentiable (in Stein’s sense), prove that the $L_2$-risk $R_2(\theta) = E(\delta^{nn}(X) - \theta)^2$, for $X \sim \mathcal{N}(\theta, 1)$, can be estimated unbiasedly by
\[ S_\lambda(X) = 1 + (X^2 - 2)I(|X| > \lambda) + \frac{\lambda^4 + 2\lambda^2}{X^2}I(|X| > \lambda), \]

i.e., \( ES_\lambda(X) = R_\lambda(\theta). \)

6.6. In terms of the functions \( A_\lambda(\theta) \) and \( B_\lambda(\theta) \) in (6.20) find the expressions for bias and variance of the \( m \)-garrote thresholding rules, the functions \( M^{\text{gar}}_\lambda(\theta) \) and \( V^{\text{gar}}_\lambda(\theta) \), respectively. Plot the functions.

6.7. Refer to the signal with \( t_\alpha \)-noise in Table 6.10. Assuming the model as in (6.22), compute the threshold that retains approximately 2\% of the wavelet coefficients.

6.8. [54] If \( X \sim N(\theta, \sigma^2) \) and \( \lambda = a\sigma \), prove the following bounds on the risks,

\[
R(\delta^b, \theta) \leq (a^2 + 1)\sigma^2 \wedge (2\theta^2 + e^{-a^2/2}\sigma^2)
\]
\[
R(\delta^s, \theta) \leq (2a^2 + 2)\sigma^2 \wedge (2\theta^2 + 2ae^{-a^2/2}\sigma^2).
\]

6.9. Find the bias of the semisoft-thresholding rule.

6.10. [167] Let \( X \sim N(\theta, 1) \). The risk of the semisoft-thresholding rule \( \delta^s(x, \lambda_1, \lambda_2) \) is

\[
R^s_{\lambda_1, \lambda_2}(\theta) = E[\delta^s(X, \lambda_1, \lambda_2) - \theta]^2
\]
\[
= \theta^2\Phi(\lambda_1 - \theta) - \Phi(-\lambda_1 - \theta) - \Phi(\lambda_2 - \theta) + \Phi(-\lambda_2 - \theta)
\]
\[
+ \Phi(\lambda_1 + \theta, \lambda_2 - \theta, r_2, r_1(\theta - \lambda_2)\]
\[
+ \Phi(\lambda_1 + \theta, \lambda_2 + \theta, r_2, -r_1(\theta + \lambda_2)\]
\[
+ (\lambda_2 - \theta)\phi(\lambda_2 - \theta) + (\lambda_2 + \theta)\phi(\lambda_2 + \theta) + 1,
\]

where \( r_1 = \frac{\lambda_1}{\lambda_2 - \lambda_1}, r_2 = \frac{\lambda_2}{\lambda_2 - \lambda_1}, \) and

\[ \psi(a, b, c, d) = (c^2 + d^2)\Phi(b) - \Phi(a) + c\phi(a)(ac + 2d) - c\phi(b)(bc + 2d). \]

Plot the graph of \( R^s_{\lambda_1, \lambda_2}(\theta) \) for \( \lambda_1 = 2.86, \lambda_2 = 3.72 \), and \( |\theta| \leq 7 \). Superimpose the plot of \( R^s_{3, 3, 3}(\theta) \). Comment.

6.11. Let \( d_i = \theta + \sigma e_i, \ e_i \sim N(0, 1), \ i = 1, \ldots, n \). Find the power of a test for \( H_0 : \theta = 0 \) versus \( H_1 : \theta = \theta \) if the critical region is \( \{d_i : |d_i| > \sqrt{2\log n}\sigma\} \).

6.12. If the robustness of the rule \( \delta_\lambda \) with respect to local shifts is measured by

\[ \alpha_\lambda = \sup_{x \neq y} \left| \frac{\delta_\lambda(x) - \delta_\lambda(y)}{y - x} \right| \]

find the shift sensitivity indices \( \alpha^h_\lambda, \alpha^s_\lambda, \) and \( \alpha^{ss}_\lambda \) for hard-, soft-, and semisoft-thresholding rules, respectively.
6.13. Prove $K_j(x, y) = \sum_{i<j} Q_i(x, y)$.

6.14. [205] A kernel $K(x, y)$, as in (6.6), is said to be of order $m$ iff it satisfies

$$\int_{-\infty}^{\infty} K(x, y) y^k \, dy = \begin{cases} 1, & k = 0 \\ x^k, & k = 1, \ldots, m - 1, \\ \alpha(x) \neq x^m, & k = m. \end{cases}$$

Prove that if a wavelet function $\psi(x)$ has $m$ vanishing moments then the associated kernel $K(x, y)$ is of order $m$, and vice versa.

6.15. In the heteroscedastic model $y_i = f(x_i) + \sigma_i \epsilon_i$, $i = 1, \ldots, n$, when the $\sigma_i$’s are known, one may consider dividing both sides by $\sigma_i$, $y_i / \sigma_i = f(x_i) / \sigma_i + \epsilon_i$, $i = 1, \ldots, n$, and estimating $f_i$. Explain potential problems with this “idea.”

6.16. [145] Show that a mixture of hard- and soft-thresholding rules

$$\hat{\theta} = (|d| - \lambda) I(|d| \leq 1.5 \lambda) + |d| I(|d| > 1.5 \lambda)$$

is a minimizing solution to the variational problem

$$\frac{1}{2} \sum_{i=1}^{n} (d_i - \theta_i)^2 + \lambda \sum_{i=1}^{n} \min(|\theta_i|, \lambda).$$
The density estimation problem has a long history and many solutions. A large body of existing literature on nonparametric statistics is devoted to the theory and practice of density estimation. General overviews can be found in Izenman [210], Scott [372], and Silverman [378]. This chapter addresses wavelet-based density estimation.

The local nature of wavelet functions promises superiority over projection estimators that use classical orthonormal bases (Fourier, Hermite, etc.). The wavelet estimators are simple, well-localized in space/frequency, and share a variety of optimality properties. The estimation procedures fall into the class of so-called projection estimators, introduced by Čencov [66], or their non-linear modifications.

It is interesting that some of the earliest contributions of wavelets in statistics were in density estimation. Doukhan [136] and Doukhan and Léon [137] first introduced linear wavelet density estimators and explored their mean-square errors.

Antoniadis and Carmona [13], Kerkyacharian and Picard [233, 234] and Walter [437, 438, 439] considered the linear wavelet estimators in Sobolev and Besov spaces, while Donoho et al. [132, 133], Delyon and Juditsky [112], among others, explored non-linear estimators and their minimax optimality in Besov spaces.

For a critical discussion of the advantages and disadvantages of wavelets in density estimation see Walter and Ghorai [443].

7.1 ORTHOGONAL SERIES DENSITY ESTIMATORS

Probability density estimation is, in some respects, related to a regression problem, yet the regression and density estimation are statistically different tasks. Consider,
for example, noisy observations in both problems. In the regression setup, the noise makes the observed function less smooth, whereas in the density estimation setup, the noise smooths the observed density (as a convolution).

Given the realizations \( X_1, X_2, \ldots, X_n \) of a random variable \( X \) with an unknown density \( f \), it is often of interest to estimate \( f \). An automatic approximation to \( f \) is the empirical “density” \( \hat{f}_e(x) = \frac{1}{n} \sum_{i=1}^{n} \delta(x - X_i) \). It is easy to see that \( \hat{f}_e \) is an unbiased estimator of \( f \) since \( E \hat{f}_e(x) = \delta * f = f \). However, for an absolutely continuous underlying distribution, the estimator \( \hat{f}_e(x) \) is a poor choice. It is not smooth, moreover, it is even not a function. For these reasons, different estimators have been proposed. A number of proposals consists of approximating \( \hat{f}_e \) in the class of smooth functions.

Orthogonal series density estimators, or projection estimators, introduced by Čencov [66], are smoothers of \( \hat{f}_e \). Čencov’s idea was strikingly simple. The unknown square integrable density can be represented as a convergent orthogonal series expansion

\[
f(x) = \sum_{j \in J} a_j \psi_j(x),
\]

(7.1)

where \( \{\psi_j, j \in J\} \) is a complete orthonormal system of functions in \( L_2 \), and \( J \) is an appropriate set of indices.

From (7.1), the coefficients \( a_j \) can be expressed as

\[
a_j = \langle f, \psi_j \rangle = \int \psi_j(x) f(x) \, dx \quad \text{(7.2)}
\]

\[
= E\psi_j(X) \quad \text{[because } f \text{ is a density].}
\]

Given the sample \( X = (X_1, X_2, \ldots, X_n) \) from the unknown distribution \( f \), an empirical counterpart of \( a_j \) is

\[
\hat{a}_j = \frac{1}{n} \sum_{i=1}^{n} \psi_j(X_i),
\]

(7.3)

and \( f(x) \) can be estimated by

\[
\hat{f}(x) = \sum_{j \in J} \hat{a}_j \psi_j(x).
\]

(7.4)

The name “projection estimator” comes from the fact that the “derivative” \( \hat{f}_e \) of the empirical distribution function \( F_e(x) = \frac{1}{n} \sum_{i=1}^{n} H(x - X_i) \), where \( H \) is the
Heaviside unit-step function, is projected on the space $\mathcal{H}_J = \text{span}\{\psi_j, j \in J\}$. The estimator (7.4) is also called linear since it is a linear function of the associated empirical measure $F_e$.

Analytically,

$$\hat{f}(x) = \sum_{j \in J} \left\langle \psi_j, \frac{dF_e}{dx} \right\rangle \psi_j(x).$$

The estimator (7.4) is a special case of a kernel density estimator with kernel $K_J(x, y) = \sum_{j \in J} \psi_j(x) \psi_j(y)$. In terms of $K_J$ (7.4) can be expressed as

$$\hat{f}(x) = \frac{1}{n} \sum_{i=1}^{n} K_J(x, X_i). \quad (7.5)$$

### 7.2 WAVELET DENSITY ESTIMATION

For an infinite set of indices $J$, the naïve estimator (7.4) may not be well defined. It has an infinite variance and it is not consistent in the ISE sense. Moreover, in the wavelet case, $\lim \sup_{j \to \infty} |\hat{a}_j| = \infty$, a.s. The standard practice is to select finitely many empirical coefficients $\hat{a}_j$ and shrink them appropriately (Kronmal and Tarter [249]; Wahba [433]). Work by Delyon and Juditsky [112], Donoho et al. [133], Kerkyacharian and Picard [233, 234], and Walter [438, 439], among others, shows that wavelet density estimators can achieve optimal MISE rates for many rich smoothness families of densities. A theoretical overview of wavelet density estimation can be found in Härdle et al. [188].

#### 7.2.1 $\delta$-Sequence Density Estimators

Many density estimators fall into the class of $\delta$-sequence density estimators. A comprehensive list of examples is given by Walter and Blum [441]. Wavelet density estimators are also examples of $\delta$-sequence estimators. This classification is beneficial since the $\delta$-sequence estimators are theoretically well explored; see Walter [438, 439].

Next, we define a $\delta$-sequence and $\delta$-sequence estimators and give several examples. We show that wavelet kernels are $\delta$-sequences and provide several important theoretical results.

**Definition 7.2.1** Let $D$ be an open interval in $\mathbb{R}$. A sequence $\delta_m(x, y)$ of bounded functions on $D \times D$ is a $\delta$-sequence on $D$ if for any $x \in D$ and each $C^\infty$ function $\varphi$ with support in $D$,
\[ \lim_{m \to \infty} \int \delta_m(x,y) \varphi(y) \, dy = \varphi(x). \] (7.6)

The \( \delta \)-sequence estimator of a density \( f \), based on a sample \( X_1, \ldots, X_n \) is,

\[ \hat{f}_{n,m}(x) = \frac{1}{n} \sum_{i=1}^{n} \delta_m(X_i, x). \] (7.7)

**Example 7.2.1** (a) The standard histogram is a \( \delta \)-sequence density estimator. The \( \delta \)-sequence is

\[ \delta_m(x, y) = \frac{1}{m} \sum_{i=1}^{m} 1 \left( i - \frac{1}{m} < x < \frac{i}{m} \right) 1 \left( i - \frac{1}{m} < y < \frac{i}{m} \right), \]

(b) Let \( Y_1, Y_2, \ldots, Y_m \) be a sequence of 0-mean random variables with a finite variance and bounded density. Let \( g_m(y) \) be the density of the sample mean, \( \bar{Y} = \frac{1}{m} \sum_{i=1}^{m} Y_i \). Then, the function \( \delta_m(x,y) = g_m(x-y) \) is a \( \delta \)-sequence. An example of such a \( \delta \)-sequence is

\[ \delta_m(x, y) = \sqrt{\frac{m}{2\pi}} e^{-\frac{m}{2\pi}(x-y)^2}. \]

The \( \delta \)-sequences in the previous examples are positive. Positive \( \delta \)-sequences ensure uniform convergence in (7.6), and, in addition, the resulting density estimators (7.7) are non-negative. However, the convergence (in terms of MSE, IMSE) is suboptimal. The convergence rate for the histogram in Example 7.2.1(a) is bounded by \( O(n^{-2/5}) \). In general, positive \( \delta \)-sequence estimators cannot achieve rates better than \( O(n^{-1/5}) \), irrespective of the smoothness of the underlying density.

**Example 7.2.2** (a) The Dirichlet kernel

\[ D_m(x, y) = \frac{\sin \left[ \left( m + \frac{1}{2} \right) (x - y) \right]}{2\pi \sin \left[ \frac{1}{2} (x - y) \right]} \text{1}(-\pi \leq x - y \leq \pi) \]

is a \( \delta \)-sequence.

(b) Wavelet kernels are \( \delta \)-sequences. Let \( \mathcal{K}(x,y) \) be the reproducing kernel of the \( V_0 \) multiresolution subspace. Then

\[ \delta_m(x,y) = \mathcal{K}_m(x,y) = 2^m \mathcal{K}(2^m x, 2^m y). \] (7.8)
The Dirichlet kernel in Example 7.2.2(a) is not a positive $\delta$-sequence. This enables faster convergence rates, but at the expense that the resulting estimators can be negative. Moreover, one can find continuous densities such that the corresponding $\delta$-sequence estimator is MSE-inconsistent; that is, $E(\hat{f}_n(x) - f(x)) \rightarrow 0$.

Wavelet-based $\delta$-sequences are quasi-positive, see Walter [439] page 117 for the definition. Except for the Haar wavelet, wavelet-based $\delta$-sequences cannot be positive (see Theorem 10.1.1). The estimators with quasi-positive $\delta$-sequences can take negative values, but the convergence rates are higher and convergence in (7.6) is still uniform. MSE-inconsistency does not happen for wavelet estimators since for any quasi-positive $\delta$-sequence, bias converges to 0.

As we have seen in Example 7.2.2 wavelet kernels produce $\delta$-sequences. Following Walter [439] we give more precise conditions on the regularity of wavelets that are necessary for establishing the convergence rates of wavelet based density estimators. We first define Zak’s transformation of a function:

**Definition 7.2.2** Zak’s transformation of the function $f$ is given by

$$Z\phi(x, \omega) = \sum_k e^{-i\omega k} \phi(x - k).$$

For more on Zak’s transformation and its use in signal processing and wavelets, see [471, 220, 191].

Let $\phi$ be a scaling function and let $\Phi(\omega)$ be its Fourier transformation. Suppose that $\phi$ satisfies the $Z_\lambda$ conditions,

\[
\begin{align*}
\text{[Z}_{\lambda}1] & \quad \Phi(\omega) = 1 + O(|\omega|^\lambda), \quad \omega \to 0, \\
\text{[Z}_{\lambda}2] & \quad Z\phi(x, \omega) = e^{-i\omega x} [1 + O(|\omega|^\lambda)], \quad \text{uniformly when } \omega \to 0,
\end{align*}
\]

which are related to the derivatives of $\Phi(\omega)$ at $\omega = 0$.

**Theorem 7.2.1** Let $\phi$ be an $r$-regular scaling function satisfying the $Z_\lambda$ conditions for some $\lambda > 0$. Let $K_\phi(x, y)$ be the reproducing kernel of $\mathcal{V}_\phi$. Then,

$$||K_{\phi}(\cdot, y) - \delta(\cdot - y)||_s = O(2^{-\lambda y}), \quad \text{uniformly in } y,$$

where $|| \ ||_s$ is the Sobolev $\mathbb{V}^s$ norm, $\delta$ is Dirac’s function, and $s > \lambda + \frac{1}{2}$.

For a proof and comprehensive discussion consult Walter [439], pages 124-128.

**Corollary 7.2.1** For $f \in \mathbb{V}^s(\mathbb{R})$, $s > \lambda + \frac{1}{2}$, and an $r$-regular scaling function $\phi$,

$$||f_\phi(x) - f(x)||_\infty = O(2^{-\lambda y}),$$
where \( f_{j_0}(x) = \langle f, \mathbb{K}_{j_0} \cdot x \rangle \) is the projection of \( f \) to \( V_{j_0} \).

Indeed, since \(|(f, g)\|^2 \leq \|f\| \cdot \|g\|\) when \( f \in W^s \) and \( g \in W^{-s} \) (Cauchy-Schwarz inequality for the Sobolev norm),

\[
|f_{j_0}(x) - f(x)| \leq |\langle f, \delta(\cdot - y) \rangle - \mathbb{K}_{j_0}(\cdot, y)\rangle|
\]

\[
\leq C \cdot \|\delta(\cdot - y) - \mathbb{K}_{j_0}(\cdot, y)\|_s,
\]

\[
= O(2^{-\lambda j_0}).
\]

The following theorem gives the MSE and IMSE convergence rates of a linear wavelet density estimator, \( \hat{f}_{j_0}(x) = \frac{1}{n} \sum_{i=1}^n \mathbb{K}_{j_0}(x, X_i) \).

**Theorem 7.2.2** Let \( \phi \) be an \( r \)-regular scaling function satisfying the \( Z_\lambda \) conditions. Then,

(i) \( E|\hat{f}_{j_0}(x) - f(x)|^2 \to 0 \), uniformly on compact sets as \( j_0 \to \infty \) and \( j_0 = O(\log n) \).

(ii) If \( f \) belongs to the Sobolev smoothness space \( W^s \), \( s > \lambda + \frac{1}{2} \), and \( j_0 \approx \frac{\log 2}{2\lambda + 1} \cdot \log n \), then

\[
E|\hat{f}_{j_0}(x) - f(x)|^2 = O(n^{-\frac{2s}{2s+1}}),
\]

(7.10)

and

\[
\int E|\hat{f}_{j_0}(x) - f(x)|^2 dx = O(n^{-\frac{2s}{2s+1}}).
\]

(7.11)

For the proofs, the reader is directed to Walter [439], page 200. It should be noted that for Meyer-type wavelets, the \( Z_\lambda \) conditions are satisfied for an arbitrary \( \lambda \), which implies that the rates of convergence in (7.10) and (7.11) can be arbitrarily close to \( O(n^{-1}) \) for \( C^\infty \) densities. For theoretical results on density estimation and deconvolution problems involving Meyer-type wavelets, see Walter [440] and Walter and Shen [445].

**Example 7.2.3 Histogram as a wavelet estimator.** Let \( \mathbb{K}_{j_0}(x, y) \) be the reproducing kernel of the multiresolution subspace \( V_{j_0} \) that is generated by the Haar wavelet. Easy calculation gives that, for the Haar wavelet,

\[
\mathbb{K}(x, y) = \phi(x - |y|).
\]

(7.12)

Because \( \mathbb{K}_{j_0}(X_i, x) = \sum \phi(2^{j_0} X_i - \lfloor 2^{j_0} x \rfloor) \) is the count of \( X_i \) in the interval \([k2^{-\lambda j_0}, (k + 1)2^{-\lambda j_0}]\) containing \( x \), \( \frac{1}{n} \sum_{i=1}^n \mathbb{K}_{j_0}(X_i, x) \) coincides with the standard definition of a histogram with nodes at \( 2^{-j_0} k \).
The estimator \( \hat{f}_{j_0}(x) = \frac{1}{n} \sum_{i=1}^{n} \mathbb{K}_{j_0}(X_i, x) = \sum_{k \in \mathbb{Z}} c_{j_0,k} \cdot \phi_{j_0,k}(x) \) with \( c_{j_0,k} = \frac{1}{n} \sum_{i=1}^{n} \phi_{j_0,k}(X_i) \) is not an unbiased estimator of \( f \). The bias is

\[
E\hat{f}_{j_0}(x) - f(x) = \int \mathbb{K}_{j_0}(y, x) f(y) \, dy - f(x) \neq 0,
\]

since, in general, \( f(y) \) does not belong to \( V_{j_0} \). However, since \( \hat{f}_{j_0} = \langle f, \mathbb{K}_{j_0} \rangle \rightarrow f \) uniformly (when \( f \) is continuous and compactly supported), \( \hat{f}_{j_0} \) is asymptotically unbiased.

The variance of \( \hat{f}_{j_0}(x) \) is

\[
E[\hat{f}_{j_0}(x) - E(\hat{f}_{j_0}(x))]^2 \leq \frac{1}{n} \int \mathbb{K}_{j_0}(y, x) f(y) \, dy \leq \frac{2^{2j_0}}{n}.
\]

Theorem 7.2.3 states that \( \hat{f}_{j_0}(x) \) is a.s. consistent.

**Theorem 7.2.3** Let \( f \) and \( \phi \) be as in Theorem 7.2.2 and \( r \geq 1 \). Then, \( \hat{f}_{j_0}(x) \) is a.s. consistent as \( n \rightarrow \infty \) and \( j_0 = j_0(n) = O(\log n) \). The optimal rate is

\[
O \left( n^{-\frac{r}{2r+1}} \log^{1/2} \log n \right) \quad \text{a.s.}
\]

for \( j_0 \approx \frac{\log^2}{2^{2r+1}} \cdot \log n \).

### 7.2.2 Bias and Variance of Linear Wavelet Density Estimators

Huang [205] studied asymptotic bias and variance of linear wavelet density estimators.

Define

\[
b_m(x) = x^m - \int_{-\infty}^{\infty} \mathbb{K}(x, y)y^m \, dy.
\]  

(7.13)

The functions \( b_m(x) \) in (7.13) are important in expressing the asymptotic bias of linear estimators and in finding their efficiencies with respect to the standard kernel density estimators. See also Exercise 7.4.

Theorem 7.2.4 gives the bias and integrated bias for the linear estimator, \( \hat{f}_j = \frac{1}{n} \sum_{i=1}^{n} \mathbb{K}_j(x_i) \).

**Theorem 7.2.4** [205] Assume that the density \( f \) belongs to the Hölder space \( C^{m+\alpha} \), \( 0 \leq \alpha < 1 \), and that the wavelet-kernel \( \mathbb{K} \) satisfies the following localization property:

\[
\int_{-\infty}^{\infty} \mathbb{K}(x, y)(y-x)^{m+\alpha} \, dy < C, \text{ for some } C > 0.
\]

Let \( j \rightarrow \infty \) and \( n 2^{-j} \rightarrow \infty \),
as \( n \to \infty \). Then, for \( x \) fixed,

\[
E\hat{f}_j(x) - f(x) = \frac{1}{m!} f^{(m)}(x) b_m(2^j x) 2^{-mj} + O(2^{-(m+\alpha)j}).
\]

Moreover, if \( f^{(m)} \in L_2 \), then the integrated squared bias is

\[
\|E\hat{f}_j(x) - f(x)\|^2 = \frac{B_{2m}}{(2m)!} \|f^{(m)}\|^2 2^{-2j}\epsilon + O(2^{-(m+\alpha)j}),
\]

where \( B_{2m} = (2m)! \int_0^1 b_m^2(x) dx \).

The asymptotic variance of \( \hat{f}_j \) is given in Theorem 7.2.5. Antoniadis, Grégoire, and McKeague [15] studied a related problem in the regression context, but for dyadic points.

**Theorem 7.2.5** [205] Let \( f \in \mathbb{C}^1 \), and \( f \) and \( f' \) be uniformly bounded. Then, for \( x \) fixed,

\[
\text{Var}\hat{f}_j(x) = \frac{2j}{n} f(x) V(2^j x) + O(n^{-1}),
\]

where \( V(x) = \int_{-\infty}^{\infty} \mathbb{K}^2(x, y) dy = \mathbb{K}(x, x) \). Moreover, the integrated variance is

\[
\frac{2j}{\pi} \int_0^1 V(x) dx + O(\frac{1}{n}).
\]

### 7.2.3 Linear Wavelet Density Estimators in a More General Setting

The following result was proved in Kerkyacharian and Picard [233] for \( \pi \geq 2 \) and in Donoho et al. [133] for \( \pi \geq 1 \).

Let \( \mathbb{H}^\pi_{\pi, q}(M) = \{ f : \int f = 1, f \geq 0, \|f\|_{\mathbb{H}^\pi_{\pi, q}} \leq M \} \) be the class of densities with bounded Besov norm.

**Theorem 7.2.6** Let \( \pi \geq 1 \) and \( \sigma < r \), where \( r \) is the regularity of MRA. Let \( f \in \mathbb{H}^\pi_{\pi, q}(M) \) and \( j_0 = j_0(n) = \lceil \log_2 n^{1+\sigma r} \rceil \). Then,

\[
E_j \|\hat{f}_{j_0} - f\|_p^2 \leq C n^{-\frac{\pi}{1+\sigma r}}.
\]

The restricted minimax risk \( R_n \) (estimators \( \hat{f} \) are confined to a class \( C_L \) of all linear wavelet estimators) is

\[
R_n \asymp C \cdot n^{-\frac{\pi}{1+\sigma r}}.
\]
where \( R_n = \inf_{f \in C_L} \sup_{f \in P_{n,q}(M)} E \| \hat{f}_{j_0} - f \|_\pi^\sigma, 1 \leq p, q \leq \infty, \pi \geq p, \sigma > \frac{1}{p}, \)
and \( \sigma' = \sigma - \frac{1}{p} + \frac{1}{\pi}. \)

The estimators discussed in this section are linear; they are essentially low-pass filters. If the density has heterogeneous regularity properties, the linear estimators can be under-performing. A precise asymptotic expression for the linear estimators is given by Masry [288] in a more general setup (observations \( X_1, \ldots, X_n \) form a stationary process). See also Antoniadis and Carmona [13].

Dechevsky and Penev [11, 111] deal with a linear estimator of a cumulative distribution function and a density, based on compactly supported non-negative continuous wavelets. The estimator of a cdf is a cdf and that of a density is a density itself. Although the approach of Dechevsky and Penev gives up the orthogonality, it is efficient and computationally inexpensive. An additional advantage is the compact support of wavelets, which puts their estimator in the class of \( \delta \)-sequence estimators. The authors also consider more general error measures. Their refinement concerns, in particular, an assessment of the role of the tail weight against pointwise smoothness. An exhaustive asymptotic-minimax theory includes a treatment of densities with heavy tails.

The wavelet shrinkage paradigm works well in density estimation as well. In the following section, we discuss a class of non-linear wavelet density estimators where the non-linearity is introduced by thresholding. More general shrinkage rules can result from the Bayesian inference. This topic will be postponed until Chapter 8.

### 7.3 Non-linear Wavelet Density Estimators

As in the regression problem, one may be interested in thresholding empirical wavelet coefficients to allow wavelets to innately perform adaptive fit. When the density belongs to \( B_{p,q} \) space and errors are measured with respect to \( L_\pi \)-norm \( (1 \leq \pi < \infty, \pi > p) \), non-linearity of the estimator becomes essential since the linear estimators are sub-optimal.

Thresholding should be used with care in density estimation since projecting on the subspace \( V_j \), for \( j \) large and taking a threshold estimator could confound artifacts of the “comb” \( f_c \) with the local features of the “true” underlying density.

Assume that the density \( f \) has a formal expansion

\[
f(x) = \sum_k \alpha_{j_0,k} \psi_{j_0,k}(x) + \sum_{j=j_0}^\infty \sum_k \theta_{j,k} \psi_{j,k}(x). \quad (7.14)
\]

The sample counterparts of \( \alpha_{j_0,k} \) and \( \theta_{j,k} \) are
\[ c_{j_0, k} = \frac{1}{n} \sum_{i=1}^{n} \phi_{j_0, k}(X_i), \quad \text{and} \]

\[ d_{jk} = \frac{1}{n} \sum_{i=1}^{n} \psi_{jk}(X_i), \]

respectively; see (7.2-7.3).

Following Donoho et al. \[132, 133\], a simple non-linear wavelet estimator can be defined via thresholding

\[ \hat{f}_n(x) = \sum_k c_{j_0, k} \phi_{j_0, k}(x) + \sum_{j=j_0}^{j_1} \sum_k \hat{\theta}_{jk} \psi_{jk}(x), \quad (7.15) \]

where \( \hat{\theta}_{jk} = \delta^h(d_{jk}, \lambda) \). The levels \( j_0 = j_0(n) \) and \( j_1 = j_1(n) \) are conveniently selected and \( \lambda = K \cdot C(j) n^{-1/2} \). See the formulation of Theorem 7.3.1 and (7.16) for some possible choices of \( C(j) \).

The following theorem shows that the estimator (7.15) can attain the optimal rate to within a logarithmic term; and in the “sparse” case \((\epsilon < 0)\), it can obtain exactly the optimal rate.

Let \( \alpha = \min\{ \frac{\sigma}{1+2\sigma}, \frac{\sigma-1/p+1/\pi}{1+2\sigma-2/\pi} \} \), \( \epsilon = \sigma p - \frac{\pi p}{2} \), and \( \sigma' = \sigma - \frac{1}{p} + \frac{1}{\pi} \).

**Theorem 7.3.1** (Donoho et al. \[133\]) Let \( \sigma - \frac{1}{p} > 0 \) and \( p \wedge 1 \leq \pi \leq \infty \). If there exist constants \( C \) and \( K_0 \) such that if

\[ 2^{j_0}(n) \approx n(\log n)^{(\pi-p)/\pi} 1_{\{\epsilon > 0\}}^{1-2\alpha}, \]

\[ 2^{j_1}(n) \approx (n/\log n)^{\alpha/\sigma'}, \]

and \( K \geq K_0 \), then

\[ \sup_{f \in \mathcal{F}_{\alpha, \epsilon}} (E \|\hat{f}_n(x) - f(x)\|_{1/\pi}^{1/\pi}) \leq \begin{cases} C(\log n)^{(1-\epsilon/p\sigma)\alpha} n^{-\alpha}, & \epsilon > 0 \\ C(\log n)^{(1/2-p/\pi)\alpha} (\log n)^{\alpha}, & \epsilon = 0 \\ C(\log n)^{\alpha}, & \epsilon < 0. \end{cases} \]

For practical purposes one can simply use thresholds \( \lambda_j = K \cdot \sqrt{\frac{\epsilon}{n}} \) over the range \( n^{1/(2r-1)} \leq \lambda_j \leq \frac{n}{\log n} \), where \( r \) is the regularity of the wavelet.

Delyon and Juditsky \[112\] suggest a different threshold:

\[ \lambda = A \sqrt{(j - j_0) \wedge 0}/n, \quad (7.16) \]
This selection slightly reduces the bias of the estimator, but it is sensitive to the choice of \( p, \sigma, q, \) and \( \pi \).

**Remark 7.3.1** Thresholds in density estimation problems usually behave as \( O \left( \sqrt{\frac{\sigma}{j n}} \right) \). This choice corresponds to the universal threshold since \( \sigma^2 = O(1/n) \), see Exercise 7.5.

For a comprehensive discussion on advantages of non-linear estimators, in terms of optimal convergence rates, see Section 10.4 of Härdle et al. [188]. A trade-off between variance and bias in non-linear density estimation is discussed in Hall and Patil [184]. See also Hall and Patil [183] for an asymptotic formula for the integrated mean square error of non-linear estimators.

### 7.3.1 Global Thresholding Estimator

Pensky [331] explored non-linear density estimation by wavelets of Meyer-type. The non-linearity is introduced by *global* block thresholding in which the blocks constitute complete levels.

The estimator achieves optimal convergence rates when \( f(x) \) belongs to the Sobolev space \( W^s \), with \( s > 0 \) unknown.

Pensky defined,

\[
\hat{f}_n(x) = \sum_{k \in \mathbb{Z}} c_{j_k, k} \phi_{j_k, k}(x) + \sum_{j=j_0}^{j_0+r} \left[ \left( \sum_{k \in \mathbb{Z}} d_{j_k} \psi_{j_k}(x) \right) \mathbb{1} \left( \sum_{k \in \mathbb{Z}} d_{j_k}^2 > \delta_j(n)^2 \right) \right], \tag{7.17}
\]

where \( c_{j_k, k} \) and \( d_{j_k} \) are empirical wavelet coefficients. Since the Meyer scaling and wavelet functions have unbounded support, the summation with respect to \( k \) is unbounded as well. The estimator

\[
\hat{f}_n^*(x) = \sum_{|k| \leq M_n} c_{j_k, k} \phi_{j_k, k}(x) + \sum_{j=j_0}^{j_0+r} \left[ \left( \sum_{|k| \leq L_n} d_{j_k} \psi_{j_k}(x) \right) \mathbb{1} \left( \sum_{k \in \mathbb{Z}} d_{j_k}^2 > \delta_j(n)^2 \right) \right], \tag{7.18}
\]

enjoys the same rate of convergence as the estimator (7.17) for suitably chosen boundaries \( K_n \) and \( L_n \).

Let \( \varrho(\omega) \) be an even, non-negative function, non-increasing for \( \omega \) large, and such that \( \varrho \to 0 \), as \( |\omega| \to \infty \). Assume that the unknown density \( f \) belongs to the function space \( \mathbb{L}_2(\varrho) = \{ f(x) \mid \int |F(\omega)|^2 \varrho^{-2}(\omega) d\omega < \infty \} \), where \( F(\omega) \) is the
Fourier transformation of \( f \). Note that \( H_{2s} \) coincides with the Sobolev space \( W_2^{s} \) when \( \varrho(\omega) = (\omega^2 + 1)^{-s/2} \).

The main result in [331], given in Theorem 7.3.2, concerns the limiting behavior of the MISE for estimators (7.17, 7.18) when

\[
\varrho(\omega) = (\omega^2 + 1)^{-s/2} \exp\{-B|\omega|^s\} \tag{7.19}
\]
in two cases, \( B = 0 \) (Sobolev space) and \( B > 0 \) (the space of supersmooth functions).

**Theorem 7.3.2** Let \( j_0 = 2 \log_2 j_0^* + 2 \log_2 (\ln n), j_0 + r = \log_2 n \) and \( \delta_j(n) = \delta_0 2^{j/2} n^{-1/2} \), where

\[
\delta_0 \geq 4 \sqrt{\pi} [K_2 + 2(K_1 j_0)^{-1/2} \|\psi\|_{\infty} \|f\|_{L_2}].
\]

\( K_1 \) and \( K_2 \) are the absolute constants in Talagrand’s [394] inequality, and \( j_0^* \) is any positive constant, independent of \( n \). If \( f \in H_2^s(\varrho) \), with \( \varrho \) given by (7.19), and \( \gamma = \max(2, s^{-1}) \), then

\[
E \int |\hat{f}_n(x) - f(x)|^2 \, dx = \begin{cases} O(n^{-2s/(2s-1)}), & \text{if } B = 0 \\ O\left(\frac{\log^2 n}{n}\right), & \text{if } B > 0 \end{cases} . \tag{7.20}
\]

Under the assumptions of Theorem 7.3.2, the estimator \( \hat{f}_n^* \) in (7.18) achieves the same MISE convergence rates as \( f_0^* \) in (7.20) if

\[
E|X| < \infty, \quad \lim_{n \to \infty} n(\ln n)^6 M_n^{-1} < \infty, \quad \text{and} \quad \lim_{n \to \infty} n^4 L_n^{-1} < \infty.
\]

A different, data driven, global thresholding estimator has been proposed by Kerkyacharian, Picard, and Tribouley [235].

### 7.4 Non-negative Density Estimators

If the projection kernel \( \mathbb{K} \) is not a positive \( \delta \)-sequence, then the associated density estimation procedure may yield a density estimator that takes negative values. Although such a phenomenon is usually confined to the tails and the regions where the sample is sparse, reporting a density estimator that takes negative values might be disturbing to the user. The truncation solution opens the problem of re-normalization. In this section, we will see that it is possible to ensure that a density estimate itself is a \textit{bona fide} density, i.e., it is non-negative and integrates to 1.

We discuss two approaches. One is the time-honored idea to first estimate a
transformation \( \varphi \) of a density. The density estimator is then obtained by taking
the inverse transformation \( \varphi^{-1} \). Good and Gaskins [177], Klonias [236], Tapia
and Thompson [397], and Rubin and Chen [355], among others, discuss properties
of such estimators for classical orthonormal bases and the square root transformation.
The log transformation was discussed by Leonard [257] in the Bayesian context and
by Clutton-Brock [78], among others. Penev and Dechevsky [330] and Pinheiro and
Vidakovic [343] discuss estimation of the square root of a density utilizing wavelets
as decomposing bases.

The second approach is due to Walter and Shen [444]. They define a density
estimator through a linear combination of biorthogonal scaling functions that are
densities themselves. The linear wavelet estimator is a density as a location mixture
of densities from the biorthogonal basis.

We start with non-negative density estimators obtained by estimating the square
root of a density.

### 7.4.1 Estimating the Square Root of a Density

Estimation of the square root of a density, proposed by Good and Gaskins [177] in
the context of penalized maximum likelihood estimation, was subsequently explored
by many researchers. Though the square root is not the only transformation with the
range of the inverse in \( \mathbb{R}^+ \), it is the transformation of choice for several reasons.

An important reason for estimating the square root of a density is the possibility
of controlling the \( L_2 \)-norm of the estimate, i.e., to ensure that the proposed estimator
integrates to 1. That is done by utilizing Parseval's identity. Once the estimator of
the square root is obtained, \( \sqrt{f} \), say, one takes \( \hat{f} = (\sqrt{f})^2 \) as an estimator of the
density \( f \).

Since \( f \) is a density, \( \sqrt{f} \) is certainly in \( L_2 \). Let

\[
\sqrt{f}(x) = \sum_k \alpha_{j_0,k} \psi_{j_0,k}(x) + \sum_{j \geq j_0} \sum_k \theta_{j,k} \psi_{j,k}(x). \tag{7.21}
\]

From the Parseval identity it follows that

\[
\sum_k \alpha_{j_0,k}^2 + \sum_{j \geq j_0} \sum_k \theta_{j,k}^2 = \|\sqrt{f}\|_2^2 = \int \sqrt{f} \cdot \sqrt{f} = 1. \tag{7.22}
\]

If the estimators of \( \alpha_{j_0,k} \) and \( \theta_{j,k} \) (denoted by \( c_{j_0,k} \) and \( d_{j,k} \), respectively), are available
and normalized as


\[
\sum_k c_{jk}^2 + \sum_{j=j_0}^{j_1} \sum_k d_{jk}^2 = 1,
\]

then,

\[
\int \hat{f} = \int (\sqrt{f})^2 = 1,
\]

where

\[
\sqrt{f} = \sum_k c_{jk} \phi_{jk} + \sum_{j=j_0}^{j_1} \sum_{k \in Z} d_{jk} \psi_{jk}.
\] (7.23)

An additional reason for this particular choice of transformation is the variance stabilizing property of the square root. The models for the empirical coefficients for the square root of a density are “closer to normal” than those for the density itself. This can be beneficial if one considers non-linear thresholding estimators. We direct the reader to a nice discussion in Fan and Gijbels [146], pages 52-53.

Suppose that the sample \(X_1, X_2, \ldots, X_n\) was observed from a density \(f\) supported on a compact set. Without loss of generality, consider the interval \([0, 1]\). Suppose in addition that \(f\) is bounded away from 0 on its support. Let \(L_2([0, 1]) = \text{span} \{ \phi_{j_0,k}, \psi_{jk}, j \geq j_0, 0 \leq k \leq 2^{j_0} - 1 \}\), where \(\phi\) and \(\psi\) are periodized scaling and wavelet functions, see Section 5.6.

Pinheiro and Vidakovic [343] propose empirical counterparts of wavelet coefficients in (7.21),

\[
d_{jk} = \sum_{i=1}^n \omega_i(X_1, \ldots, X_n) \psi_{jk}(X_i),
\] (7.24)

where \(\omega_i(X_1, \ldots, X_n)\) are normalized weights proportional to \(n \sqrt{\hat{f}_n(X_i)}\)\(^{-1}\), and \(\hat{f}_n\) is a simple pre-estimator of the density \(f\). The ranges of the indices are \(j_0 \leq j \leq j_1; 0 \leq k \leq 2^j - 1\) and the \(c_{j_0,k}\)’s are defined by analogy. The index \(j_0\) is determined by cross-validation and \(j_1\) by inspecting the cumulative level energies in the decomposition, see Exercise 7.7.

The estimator in (7.24) is motivated by the following equalities,
\[ \theta_{jk} = \left( \sqrt{f} \cdot \psi_{jk} \right) = \int \psi_{jk} \sqrt{f} = \int \frac{\psi_{jk}(X)}{\sqrt{f(X)}}, \]

where \( X \) has the density \( f \). Apparent *circulus vitiosus* in the definition (7.24) can be justified only if the weights \( \omega_i \) depend on a simple and computationally inexpensive pre-estimator \( \hat{f} \). One possibility is a simple estimator for \( f \) given by

\[ \hat{f}_n(X_i) = \# \{ X_j \in (X_i - r, X_i + r) \}, \quad (7.25) \]

where \( r \) is a suitably chosen radius. For this choice of \( f_n \), Pinheiro [342] proves strong consistency of the estimators in (7.24) and obtains convergence rates under mild conditions on the regularity of \( f \).

Vanucci and Vidakovic [416] discuss selection of \( r \) and \( j_1 \). By using Beylkin’s result on connections between wavelet coefficients of \( f \) and some differential functionals of \( f \) (Beylkin [32]) they show that the Fisher information functional of \( \hat{f} \) is

\[ \int \frac{[\hat{f}]^2}{f} = 4 \sum |\hat{r}_{j,k}|^2, \]

where \( \hat{r}_{j,k} = 2^j \sum r_i c_{j,k-m} \), and the \( r_i \)'s are tabulated in Beylkin [32]. The level \( j_1 \) is selected as the level for which \( 4 \sum |\hat{r}_{j,k}|^2 \) is close to the minimum of the Fisher information among all densities supported on \( \text{supp}(f) \).

**Example 7.4.1** In this example we give the estimators of two test densities from the Marron-Wand family (Marron and Wand [285]): the separated bimodal and the claw, see panels (a) and (b) in Fig. 7.1. Both test densities are supported on \([-4, 4]\), which gives the minimum Fisher information of \( \pi^2/64 = 0.1542 \). The sample size was \( n = 500 \) and \( r = 0.2 \) in both cases. In the separated bimodal case, the DAUB10 wavelet was used; the equation \( 4 \sum |\hat{r}_{j,k}|^2 = 0.1542 \) produced \( j_1 = 0 \). For the claw density wavelet, the DAUB4 wavelet was used with \( j_1 = 2 \). The MSE was shown to be robust with respect to the selection of \( r \).

**Example 7.4.2** We illustrate the wavelet density estimator based on (7.24) in an astronomy example. Here is a brief description of the data set.

According to the Big Bang theory, matter in the universe expanded at a tremendous rate. Gravitational forces caused the formation of galaxies. Astronomers speculate that gravitational pull led to clustering of galaxies and research indicates the presence of super-clusters of galaxies surrounded by large voids (a string-and-filament pattern). Measurements have recently become available for the distances between our galaxy and others. Distance is estimated by the red shift in the light spectrum in a fashion similar to how the Doppler effect measures the changes in speed via changes in sound. Under the expansion-universe...
Fig. 7.1 [416] Panels (a) and (b) give plots of samples of size $n = 500$ from the separated normal and claw test densities. Panels (c) and (d) give plots of the linear wavelet estimators.

paradigm, the furthest (from our galaxy) galaxies must be moving at greater velocities, because the distances and velocities are proportional. If, in reality, the galaxies are clumped, the velocities should have a multimodal distribution, each mode corresponding to a cluster. In the region of Corona Borealis, the velocities of 82 galaxies were measured. The relative measurement error is believed to be smaller than 0.5%.

Fig. 7.2(a) depicts the empirical scalogram function of the galaxy data. A scalogram is the wavelet analog of the notion of a spectrogram in Fourier analysis and will be discussed in more detail in Chapter 9. It is an easy exercise to demonstrate that the energies, depicted in Fig. 7.2(a), increase exponentially. After inspecting the shape of the scalogram, the decision to stop at level $j_1 = 4$ was made. Fig. 7.2(b) gives the estimators for maximum levels $j_1 = 3$ and $j_1 = 4$, superimposed over the histogram. In both cases, the wavelet coefficients for $\sqrt{J}$ are normalized as in (7.22). The DAUB4 basis was used.

Penev and Dechevsky [330] propose the pre-estimator based on order statistics. Let $[L_{jk}, R_{jk}]$ be a domain of $\psi_{jk}$ and let the order statistics of $X_1, \ldots, X_n$ and
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**Fig. 7.2** (a) Empirical scalogram for the galaxy data. Notice an exponential growth of energies with the increase of $j$. (b) Wavelet density estimators for $j = 3$ [dotted line] and $j = 4$ [solid line].

$L_{jk}, R_{jk}$ be positioned as

\[
X_{1:n} \leq X_{2:n} \leq \cdots \leq X_{i:n} \leq L_{jk} \leq X_{(i+1):n} \\
\cdots \leq X_{u:n} \leq R_{jk} \leq X_{(u+1):n} \cdots \leq X_{n:n}.
\]

Penev and Dechevsky propose the following estimator for the coefficients of the square root of the density $f$,

\[
d_{jk} = \frac{2}{\sqrt{n \pi}} \left[ \psi_{jk}(\rho X_{(i+1):n} + (1 - \rho)L_{jk})\sqrt{X_{(i+1):n} - L_{jk}} + \sum_{i=t+2}^{u} \psi_{jk}(\rho X_{i:n} + (1 - \rho)X_{(i-1):n})\sqrt{X_{i:n} - X_{(i-1):n}} + \psi_{jk}(\rho R_{jk} + (1 - \rho)X_{u:n})\sqrt{R_{jk} - X_{u:n}} \right].
\]

Asymptotic properties of the estimator of $\sqrt{f}$ are independent of the end-points $L_{jk}$ and $R_{jk}$, and $\rho$. Hence, for the asymptotic considerations one may take
\[ d_{jk} = \frac{2}{\sqrt{n \pi}} \left[ \sum_{i=1}^{n-1} \psi_{jk}(X_{(i+1):n}) \sqrt{X_{(i+1):n} - X_{i:n}} \right]. \quad (7.26) \]

The definition for \( c_{jk} \) is as in (7.26) with \( \phi_{jk} \) in place of \( \psi_{jk} \).

The authors show that \( c_{jk} \) and \( d_{jk} \) are strongly consistent estimators of \( \alpha_{jk} \) and \( \theta_{jk} \). If \( f \) has one bounded derivative on [0,1], and the Hölder regularity of the wavelet is at least 1, then they prove the asymptotic normality of \( c_{jk} \) and \( d_{jk} \):

\[
\sqrt{n}(c_{jk} - \alpha_{jk}) \Rightarrow \mathcal{N}(0, \sigma_{\psi_{jk}}^2) \quad \text{and} \quad \sqrt{n}(d_{jk} - \theta_{jk}) \Rightarrow \mathcal{N}(0, \sigma_{\phi_{jk}}^2),
\]

where

\[
\sigma_{\psi_{jk}}^2 = \frac{4}{\pi} - \frac{5}{4} + \frac{1}{4} \int_{L_{jk}}^{R_{jk}} \left[ \frac{\psi_{jk}(x)}{\sqrt{f(x)}} \right]^2 \frac{1}{f(x)} dx,
\]

\[
-(F(x))^{-1} \int_{L_{jk}}^{R_{jk}} \psi_{jk}(y) \sqrt{f(y)} dy f(x) dx,
\]

and \( F(x) \) is the corresponding cdf \([F'(x) = f(x)]\). The variance \( \sigma_{\phi_{jk}}^2 \) is defined similarly.

The estimator proposed is,

\[
\sqrt{f} = \sum_{k} c_{j_0,k} \phi_{j_0,k}(x) + \sum_{j=j_0}^{j_1} \sum_{k} d_{j,k} 1(|d_{j,k}| > \lambda_j) \psi_{j,k}(x),
\]

where the level \( j_0 \) is determined by the cross-validation criteria, given in (7.31). The choice for \( j_1, \log_2 n - \log_2 (\log n) \), is standard; see Donoho et al. [132]. Finally, the suggested level-adaptive threshold, \( \lambda_j \propto \sqrt{j} - j_0 / \sqrt{n} \), is as in Delyon and Juditsky [112].

In addition, Penev and Dechevsky recommend the threshold proportional to \( \sqrt{j} - j_0 \cdot n^{-1/4} \), and demonstrate that the resulting estimator enjoys asymptotic minimax optimality properties, as discussed in Donoho et al. [133], but on somewhat more restricted spaces.

### 7.4.2 Density Estimation by Non-Negative Wavelets

As we will discuss in Chapter 10, Theorem 10.1.1, there is no continuous non-negative scaling function generating an orthogonal MRA. Can we estimate the unknown
density via a mixture of simple, known densities whose translations form a Riesz bases of multiresolution subspaces, \( V_j \)? Do such simple densities exist? Walter and Shen [444] answer positively by an ingenious construction of a biorthogonal system whose primary scaling functions are densities.

Let \( \phi \) be an orthogonal scaling function with compact support and let \( r (0 < r \leq 1) \) be large enough to ensure that the function

\[
\rho_r(x) = \sum_n r^{|n|} \phi(x - n) \tag{7.27}
\]

is non-negative. Such an \( r \) is always possible to find (see Exercise 7.9). Since \( \sum_k \phi(x - k) = 1 \), it follows that \( \rho_r(x) \to 1 \), when \( r \to 1 \). Since the convergence is uniform on compact sets, one can always find the critical \( r^* \), such that \((\forall x) \rho_r(x) \geq 0 \) when \( r \geq r^* \).

Let

\[
\tilde{\rho}_r(x) = \frac{(1 + r^2) \phi(x) - r[\phi(x + 1) + \phi(x - 1)]}{2\pi(1 - r^2)}
\]

Then,

\[
\{ 2^j/2 \rho_r(2^j x - k), \ k \in \mathbb{Z} \} \text{ and } \{ 2^j/2 \tilde{\rho}_r(2^j x - k), \ k \in \mathbb{Z} \}
\]

are the primary and dual biorthogonal bases for \( V_j \) and \( \tilde{V}_j = V_j \).

Since

\[
\int \sum_n r^{|n|} \phi(x - n) \, dx = 2 \sum_{i=0}^{\infty} r^i - 1 = \frac{1 + r}{1 - r},
\]

the kernel associated with \( V_0 \) can be defined as

\[
\mathbb{K}_r(x, y) = \left( \frac{1 - r}{1 + r} \right)^2 \sum_{n \in \mathbb{Z}} \rho_r(x - n) \rho_r(y - n), \tag{7.28}
\]

and with \( V_j \) as

\[
\mathbb{K}_{r,j}(x, y) = 2^j \mathbb{K}_r(2^j x, 2^j y), \ j \in \mathbb{Z}.
\]

The linear estimator based on the sample \( X_1, \ldots, X_n \) is

\[
\widehat{f}_{r,j\delta}(x) = \frac{1}{n} \sum_{i=1}^n \mathbb{K}_{r,j\delta}(x, X_i). \tag{7.29}
\]
By (7.28), \( \hat{f}_{r,j_0}(x) \) is a location mixture of “atom”-densities \( \frac{1}{1 + r} \rho_r(x) \).

**Example 7.4.3** The building atoms of the linear estimator (7.29), the functions \( \frac{1}{1 + r} \rho_r(x) \), are densities. Fig. 7.3 gives graphs of the COIF12 and DAUB2 based densities with \( r = 0.5 \) and \( r = 0.7 \), respectively. The critical values of \( r^* \) for these two families are 0.2830 and 0.2579, respectively.

Walter and Shen [444] prove the following result,

**Theorem 7.4.1** Let \( \phi \) be a scaling function belonging to the Hölder \( C^2 \) space and let the density \( f \) belongs to the Sobolev \( W^2_2 \) space. Then, the MSE of \( \hat{f}_{r,j_0}(x) \) satisfies

\[
\text{MSE} = O(n^{-4/5}),
\]

for a proper choice of \( j_0 \), uniformly on bounded sets.

The rate in (7.30) is somewhat better than for the other non-negative estimators.

**7.5 OTHER METHODS**

**7.5.1 Multivariate Wavelet Density Estimators**

The multivariate wavelet density estimators are natural and straightforward generalizations of their univariate counterparts. They are based on the multivariate multiresolution analysis discussed in Section 5.7.
Let $f$ be a density from $L^2(\mathbb{R}^d)$. The wavelet series is

$$f(x_1, x_2, \ldots, x_n) = \sum_k \alpha_{j_0, k} \phi^{(l)}_{j, k}(x_1, \ldots, x_n) + \sum_{j \geq j_0} \sum_k 2^d \sum_{l=1}^{2^d-1} \theta^{(l)}_{j, k} \psi^{(l)}_{j, k}(x_1, \ldots, x_n),$$

where $k = (k_1, \ldots, k_d) \in \mathbb{Z}^d$ is a vector of translations, and the $\phi^{(l)}_{j, k}$ and $\psi^{(l)}_{j, k}$ are given by (5.25).

Given a sample $X_1, X_1, \ldots, X_n$ from $f$, one estimates $\alpha_{j, k}$ and $\theta_{j, k}$ by

$$c_{j, k} = \frac{1}{n} \sum_{i=1}^{n} \phi^{(l)}_{j, k}(X_i) = \frac{1}{n} \sum_{i=1}^{n} 2^{jd/2} \prod_{m=1}^{d} \phi_{(m)}(2^j X_i - k_m),$$

and

$$d^{(l)}_{j, k} = \frac{1}{n} \sum_{i=1}^{n} \psi^{(l)}_{j, k}(X_i) = \frac{1}{n} \sum_{i=1}^{n} 2^{jd/2} \prod_{m=1}^{d} \xi_{(m)}(2^j X_i - k_m),$$

where $\xi = \phi$ or $\psi$, but not all $\xi = \phi$.

The linear density estimator

$$f(x_1, x_2, \ldots, x_n) = \sum_k c_{j, k} \phi^{(l)}_{j, k}(x_1, \ldots, x_n)$$

has the form

$$\hat{f}(x) = \frac{1}{n} \sum_{i=1}^{n} \mathbb{K}_j(X_i, x),$$

where

$$\mathbb{K}_j(X, x) = \prod_{m=1}^{d} \mathbb{K}_j(X_m, x_m),$$

and $\mathbb{K}_j(x, y)$ is as in (7.8). For selecting $j_0$, one can use a multivariate version of the CV (Tribouley [409]).
The optimal level $j_0$ is $\arg \min_j \text{CV}(j)$. For a univariate version, see (7.31). Vannucci [414] proposed a procedure for estimation of the square root of a multivariate density and gave practical recommendations for how to select the optimal level.

Example 7.5.1 [414] The Old Faithful geyser data set is frequently used as a benchmark for evaluating and comparing bivariate density estimators.

Old Faithful is the most famous of the Yellowstone geysers. It erupts more frequently than the other big geysers, but is neither the largest nor the most regular geyser in Yellowstone. Its eruption interval is 45-90 minutes, while the eruption itself lasts 2-5 minutes and reaches a height of 100-180 feet. The data, collected in Yellowstone National Park from August 1 to August 15, 1985, have a total of 299 pairs of observations. The first variable is the waiting time for the eruption and the second variable is the duration time of the eruption.

Using the multivariate version of the estimator (7.24), for DAUB7 and the pre-estimator with radius $r = 0.25$, and level $j_0 = 0$, Vannucci obtained the estimator depicted in Fig. 7.4.
7.5.2 Density Estimation as a Regression Problem

Let \( X_1, \ldots, X_n \) be a sample from a density supported on \([a, b]\). Let \( I_k, k = 1, \ldots, N \) be intervals [bins] in a partition of \([a, b]\) each of length \( \Delta = (b - a)/N \). Let \( x_k \) be the mid-point of \( I_k \), and let \( y_k = \# \{ X_i \in I_k \}/n \Delta \). Then, because of independence of the \( X_i \)’s, the bin counts \( c_k = y_k n \Delta \) have the binomial \( \text{Bin}(n, p_k) \) distribution with \( p_k = \int_{x_k} f(x) \, dx \).

When \( N \) is large (\( \Delta \) is small),

\[
E y_k \approx f(x_k) \quad \text{and} \quad \text{Var}(y_k) \approx \frac{f(x_k)}{n \Delta}.
\]

Thus the density estimation problem becomes a heteroscedastic nonparametric regression problem,

\[
y = f(x) + \sigma(x) \epsilon,
\]

with \( \sigma(x) = \frac{f(x)}{n \Delta} \), based on \( \{ x_k, y_k, k = 1, \ldots, N \} \). Fan [144] provides exact formulation and a rationale. Optimal selection of \( \Delta \) was discussed by Cheng [72].

Homoscedasticity is obtained by Anscombe’s [10] variance stabilizing transformation to the bin counts \( c_k = n \Delta y_k \),

\[
y_k^* = 2 \sqrt{c_k + \frac{3}{8}}.
\]

Let \( m^*(x) \) be a regression estimator based on pairs \( (x_k, y_k^*), k = 1, \ldots, N \).

The density estimator is then

\[
\hat{f}(x) = C \left[ \frac{(m^*(x))^2}{4} - \frac{3}{8} \right]^{1/2},
\]

where \( C \) is a normalizing constant. The use of wavelets in estimating \( m^*(x) \) was first discussed in Donoho [120]. Non-wavelet approaches can be found in Hjort and Jones [194] and Loader [265]. More details on the use of the Anscombe variance stabilizing transformation for Poisson regression with some data examples can be found in Donoho et al. [132].

Bock and Pliego [36] utilize the empirical distribution of properly standardized linear combinations of the observed bin-proportions in developing a percentage-type threshold. Their \( V \)-test density estimation method shows superiority when compared to standard WaveShrink techniques.

The binning technique was also implemented by Antoniadis, Grégoire and Nason [16] in the context of density and hazard rate estimation for right-censored data.
7.5.3 Cross-Validation Estimator

We will not estimate the density \( f \) itself, but its projection \( \sum_k c_{j_0,k} \phi_{j_0,k}(x) \) on the space \( V_{j_0} \). Then, since \( \mathbb{L}_2 = \bigcup_j V_j \), we require that \( j_0 = j_0(n) \to \infty \), as \( n \to \infty \).

Assume that the unknown density belongs to the Besov space \( B_{r/2}^{\sigma/2} \) and that the wavelet is \( r \)-regular. For selecting \( j_0 \), we can use the cross-validation method. The following criteria was given by Tribouley [408]. It is a wavelet adaptation of a criteria considered by Rudemo [356] and Marron [284]. For

\[
CV(j) = \sum_k \left[ \frac{2}{n(n-2)} \sum_{i=1}^{n} \phi_{jk}(X_i)^2 + \frac{n+1}{n^2(n-1)} \left( \sum_i \phi_{jk}(X_i) \right)^2 \right] \quad (7.31)
\]

the optimal \( j_0 \) is \( \text{arg min}_j CV(j) \).

Tribouley [408] shows that when \( 2^j > n^{1/(2(\sigma \land r)+1)} \)

\[
CV(j) = \text{MISE}(j) + T_n + o_P(\text{MISE}(j))
\]

\[
= \text{ISE}(j) + T_n + o_P(\text{ISE}(j))
\]

where \( T_n = \int f - \frac{2}{n} \sum_i f(X - i) \) does not depend on \( j \) and \( o_P \) is a “small o in probability”.

7.5.4 Multiscale Estimator

Multiscale wavelet density estimators are introduced by Wu [463, 464].

Let the sample \( X = (X_1, \ldots, X_n) \) be divided into two subsamples \( Y \) and \( Z \) of sizes \( n_1 \) and \( n_2 \), respectively, with \( n_1 + n_2 = n \).

Let \( \lambda_l(x, y_l) \), \( l = 1, \ldots, L \) be the weights based on the subsample \( Y \) such that

\[
\sum_{l=1}^{L} \lambda_l(x, Y_l) = 1.
\]

Let \( \{ \phi_l(x) \}_{1 \leq l \leq L} \) be the scaling functions associated with \( L \) different multiresolution analyses and let \( \mathbb{K}^{(l)}(x,y) = \sum_k \phi_l(x-k)\phi_l(y-k) \) be the associated reproducing kernels.

For each \( l \), define the sub-estimator
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\[ f_{n2}^{(j)}(x, Z) = \frac{1}{n_2} \sum_{i=1}^{n_2} \mathcal{S}_{j_i}(x, Z), \]

where \( j_i = 2c \log_2 n_2 \) are indices of the projection subspaces and \( c_1, \ldots, c_L \) satisfy \( 0 < c_1 < \cdots < c_L < \frac{1}{4} \).

The multiscale wavelet density estimator is defined as a linear combination of \( L \) sub-estimators with weights given by the \( \lambda_i \)'s, i.e.,

\[ \hat{f}_n(x, Y) = \sum_{i=1}^{L} \lambda_i(x, Y) f_{n2}^{(j_i)}(x, Z). \quad (7.32) \]

Wu [464] shows that when \( \sum \text{Var}(\lambda_i) = o(n_2^{2c-1}) \),

\[ \frac{\sqrt{n_2^{1-2c}} [f_n(x, Y) - E(\hat{f}_n(x, Y))]}{\sigma(x)} \Rightarrow N(0, 1), \quad (7.33) \]

where \( \sigma^2(x) = \sigma^2 f(x)E(\lambda^2_L(x)) \) and \( \sigma^2_L = \lim_{j \to \infty} 2^{-jL} \mathcal{S}_{jLk}^{(L)}(x, x) \).

**Example 7.5.2** Consider the estimator in (7.32) with two sub-estimators and with weights designed as

\[ \lambda_1(x, Y) = \frac{1}{n_1} \exp \left\{ -\frac{|x - \bar{Y}_{n_1}|}{S_{n_1}} \right\}, \quad \lambda_2 = 1 - \lambda_1, \quad (7.34) \]

where \( \bar{Y}_{n_1} \) and \( S_{n_1} \) are the sample mean and sample standard deviation of the subsample \( Y \). It can be readily shown that

\[ \sum_{i=1}^{2} \text{Var}[\lambda_i(x, Y)] = o(n_2^{2c-1}), \quad (7.35) \]

for \( 0 < c < \frac{1}{4} \), and the condition for (7.33) is satisfied. Wu [464] reports good simulation results for a multiscale estimator with weights as in (7.34).

**7.5.5 Estimation of a Derivative of a Density**

Suppose \( X_1, X_2, \ldots, X_n \) are iid random variables with a density \( f \) that is \( d \)-times differentiable. Prakasa Rao [350] addresses the wavelet estimation of \( f^{(d)} \).

Let \( \phi \) be a scaling function generating an \( r \)-regular multiresolution analysis and
let $f^{(d)} \in L_2(\mathbb{R})$. Assume that there exist $C_m \geq 0$ and $\beta_m \geq 0$ such that

$$|f^{(m)}(x)| \leq C_m |x|^{-\beta_m}, \text{ for } |x| > 1, \ 0 \leq m \leq d. \quad (7.36)$$

If $\phi_{jk}(x) = 2^{j/2} \phi(2^j x - k)$, then $\phi^{(m)}_{jk}(x) = 2^{j/2+m} \phi^{(m)}(2^j x - k), \ 0 \leq m \leq r.$

Let $f_{jd}$ be the orthogonal projection of $f^{(d)}$ on the multiresolution subspace $V_j$. Then,

$$f_{jd} = \sum_k a_{jk} \phi_{jk}(x),$$

where

$$a_{jk} = \int f^{(d)}(x) \phi_{jk}(x) \, dx = (-1)^d \int f(x) \phi_{jk}^{(d)}(x) \, dx. \quad (7.37)$$

Since, considering (7.37), the coefficient $a_{jk}$ can be thought of as $(-1)^d E[\phi_{jk}^{(d)}(X)]$, $X \sim f$, its empirical counterpart is

$$\hat{a}_{jk} = \frac{(-1)^d}{n} \sum_{i=1}^n \phi_{jk}^{(d)}(X_i),$$

and the associated estimator of $f^{(d)}$ is

$$\hat{f}_{n,d}(x) = \sum_k \hat{a}_{jk} \phi_{jk}(x).$$

Prakasa-Rao [350] proves a result on the IMSE convergence of the estimator. A special case of this result can be stated as Theorem 7.5.1.

**Theorem 7.5.1** Under standard regularity conditions on $f$, $f^{(d)}$, and the multiresolution analysis, one has

$$n^{2(s-d)/(2s-1)} E\|f^{(d)} - \hat{f}_{n,d}\|^2_2 \to \int_{-\infty}^{\infty} (\phi^{(d)})^2(x) \, dx, \text{ when } n \to \infty.$$  

This result shows that the linear wavelet-based estimator achieves the same optimal IMSE rates as the kernel-type estimator for the $d$th derivative of a density, see Gasser and Müller [169].

7.6 EXERCISES

7.1. Let $\phi$ be a scaling function. Prove that $Z\phi(x,0) = 1$, where $Z\phi(x,\omega)$ is the Zak transform defined by (7.9).

7.2. Prove that $\|Z\phi(x,y)\| \leq c (1 + |x - y|)^{-n}$, for any $n \in \mathbb{N}$.

[Hint: Use the definition of an $r$-regular wavelet and the inequality $1 + |a - b| \leq (1 + |a|) (1 + |b|).$]

7.3. Prove that the reproducing kernel for the $V_0$ subspace generated by Haar’s wavelet is, $K(x,y) = \delta(x - y)$, see (7.12).

7.4. Let $b_m$ be as in (7.13). Prove

(a) $b_m$ is 1-periodic;
(b) $x^m - \int_{-\infty}^{\infty} K_j(x,y) y^m dy = 2^{-jm} b_m(2^j x)$.
(c) For the DAUBN family,

$$b_N(x) = x^N - \sum_{l=0}^{N} \binom{N}{l} a_{l,N} M_l N(x),$$

where $a_{l,N} = \int_0^{2N-1} d^l \phi(x) dx$ and $M_l N(x) = \sum_{k=-2N+2}^{0} k^{N-l} \phi(x - k)$ [ $b_1$ for the Haar wavelet is the first Bernoulli polynomial $B_1(x)$].

7.5. Let $\psi$ be a compactly supported wavelet and let $d_{jk} = \frac{1}{n} \sum_{i=1}^{n} \psi_{jk}(X_i)$.

Demonstrate

(a) $\text{Cov}(d_{jk}, d_{jk'}) = -\frac{1}{n} \theta_{jk} \theta_{jk'}$, where $\theta_{jk}$s are “true” coefficients and $|k - k'|$ is large enough.
(b) $\text{Var}(d_{jk}) = O(\frac{1}{n})$,
when $n$ is large.

7.6. Let $\psi$ be the DAUBN wavelet function.

(i) Prove that $B_{\#N} = \min_x \max_k \{\psi_{jk}^2(x)\}$ is strictly positive.
(ii) Calculate $B_{\#2}$.

7.7. The empirical scalogram is a level-wise sum of squares of the empirical wavelet coefficients, i.e., $E(j) = \sum_{k} (\hat{a}_{jk})^2$, where $j$ is a level and the $\hat{a}_{jk}$ are given by (7.3). Prove that, if for a chosen pre-estimator $\hat{f}_n$ in (7.3)

$$\text{(7.3)}$$

\[ |\hat{f}_n(X_i)| \leq C \]
holds, then for large $j$

$$
E(j) \geq \frac{2^j \cdot B \cdot n}{nC}.
$$

The level $j_1$ in (7.23) was determined by inspecting the cumulative energies $E(j)$. See also Fig. 7.2(a) and Exercise 7.6.

7.8. Prove that the estimator $d_{jk}$ in (7.24) is proportional to that in (7.26) if the unknown cumulative distribution function $F_n(x)$ is pre-estimated by

$$
F_n(x) = \frac{m}{n} + \frac{1}{n} \cdot \frac{x - X_{m:n}}{X_{(m+1):n} - X_{m:n}}.
$$

7.9. Refer to Example 7.4.3. Prove that for any compactly supported scaling function $\phi(x)$ generating an orthogonal MRA, one can find $r(0 < r < 1)$ so that $\rho_r(x)$ in (7.27) is non-negative.

7.10. Let $r^* = \inf \{ r \mid \rho_r(x) \geq 0 \}$ be the “critical” $r$. Numerically evaluate $r^*$ for DAUB2 and COIF12 (36 tabs).

7.11. Compute $E(X)$ and $\text{Var}(X)$ if $X \sim 0.3/1.7 \rho_{0.7}(x)$, as in panel (b) of Fig. 7.3. [Answer: $E(X) = 0.629042$ and $\text{Var}(X) = 15.13675$.]

7.12. Prove (7.35).

7.13. [351] The motivation for estimating the functional

$$
I(f) = \int f^2(x) \, dx,
$$

where $f$ is a density, is well known. The functional $I(f)$ appears in the Pitman efficiency of the Wilcoxon test as compared to the $t$-test, in the asymptotic variance of the Lehmann-Hodges estimator, and in asymptotics of the IMSE for kernel-type density estimators.

Let $f_j$ be the projection of $f$ to $V_j$. Then $f_j(x) = \sum_k c_{jk} \phi_{jk}(x)$, where $c_{jk} = \langle f(x), \phi_{jk}(x) \rangle$.

Define

$$
f_j, k_n = \sum_{k=-K_n}^{K_n} c_{jk} \phi_{jk}(x),
$$

where $j$ and $K_n$ are sequences of positive integers, depending on $n$ and tending to infinity when $n \to \infty$. Given a sample $X_1, X_2, \ldots, X_n$ from $f$, define
\[ A_{jk} = \frac{1}{n(n-1)} \sum_{i=1}^{n} \sum_{l=1, l \neq i}^{n} \phi_{jk}(X_i)\phi_{jl}(X_l), \]

and

\[ \hat{I}(f) = \sum_{k=-K_n}^{K_n} A_{jk}. \]

(a) Show that \( \hat{I}(f) \) is an asymptotically unbiased estimator of \( I(f) \), i.e.,

\[ E\hat{I}(f) \rightarrow I(f), \quad n \rightarrow \infty. \]

(b) Show that

\[ \text{Var}(\hat{I}(f)) = -\frac{4(n-2)}{n(n-1)} \sum_{k=-K_n}^{K_n} \sum_{k'=-K_n}^{K_n} c_{jk}^2 c_{j'k'}^2. \]
In this chapter, we provide an overview of Bayesian inference in wavelet nonparametric problems. In most areas of application, there is a need for a shrinkage procedure to (i) adapt to data and (ii) use prior information. The Bayesian paradigm provides a natural terrain for both of these goals.

Bayesian approaches to choosing the shrinkage method are less ad hoc than some of the earlier proposals, and have been shown to be effective. It is known that, in general, Bayes rules are “shrinkers” and their shape in many cases has a desirable property for wavelet shrinkage: It can heavily shrink small arguments and only slightly shrink large arguments. If we use Bayes models for the wavelet coefficients, the resulting optimal actions can be very close to thresholding. In fact, as we saw in Section 6.3.1 hard- and soft-thresholding rules can be interpreted as Bayes actions under suitably chosen loss functions. This chapter describes several methods of Bayesian wavelet shrinkage and provides references for related research and applications.

8.1 MOTIVATIONAL EXAMPLES

Suppose, as in (6.1) and (6.4), that noisy measurements \( y = \{y_1, \ldots, y_n\} \) are modeled as \( y = f + \epsilon \), and that the wavelet-domain image of this model is \( d = \theta + \epsilon \).

The goal of Bayesian wavelet shrinkage is to exhibit models on \( d \) so that the optimal actions, resulting from appropriate Bayesian inference, mimic the actions of thresholding rules. To illustrate this idea we start with an example.
Example 8.1.1 [420] Let

\[ [d|\theta, \sigma^2] \sim \mathcal{N}(\theta, \sigma^2), \quad \sigma^2 \text{ unknown}, \]

be a model for a “typical” wavelet coefficient. Because of practical (computational) reasons and noninformative properties\(^1\) the prior distribution on \(\sigma^2\) is chosen to be exponential,

\[ [\sigma^2] \sim \mathcal{E}(\mu) \quad (f(\sigma^2|\mu) = \mu e^{-\mu \sigma^2}). \]

The marginal model (marginal likelihood) is double exponential,

\[ [d|\theta] \sim \mathcal{D}\mathcal{E}(\theta, \frac{1}{\sqrt{2\mu}}), \] (8.1)

with the density \(f(d|\theta) = \frac{1}{\sqrt{2\mu}} e^{-\sqrt{2\mu} |d|}\). This step follows from the fact that the double exponential distribution is a scale mixture of normals.

Let the prior on \(\theta\) be \(t\) with location 0, scale \(\tau\), and \(n\) degrees of freedom, \([\theta] \sim t_n(0, \tau)\). Several graphs of Bayes rules, resulting from this model, are given in Fig. 8.1. The rules are odd functions and are plotted for non-negative values of the argument only. The hyperparameters \(\mu, \tau,\) and \(n\) can be specified by empirical Bayes arguments. The Bayes rule under the model described, for a symmetric prior on \(\theta\), i.e., \(\pi(\theta) = \pi(-\theta)\), and the squared-error loss is

\[ \hat{\theta}_\pi(d) = d - \frac{\Pi_1(c) - \Pi_2(c)}{\Pi_1(c) + \Pi_2(c)}, \] (8.2)

In (8.2), \(\Pi_1\) and \(\Pi_2\) are the one-sided Laplace transforms of the functions \(\pi(\theta + d)\) and \(\pi(\theta - d)\), \(\theta \in (0, \infty)\), and \(c = \sqrt{2|\mu}\).

It is not automatically ensured that a location model, with a prior containing a point mass at zero, will induce a shrinkage. Care is necessary in selecting all components of the model. The following example illustrates this point.

Example 8.1.2 [426] The following is a definition of DasGupta and Rubin [101].

Definition 8.1.1 Let \(f(x|\theta)\) be a model for \(X\) and let \(\theta \sim \pi(\theta)\) be a prior on \(\theta\). Let \(m(x) = E^{\pi} f(x|\theta)\) be the marginal distribution of \(X\). Then \(\hat{\theta}_\pi(X)\) is the Bayes rule

\(^1\)The exponential distribution minimizes the Fisher information in the class of all distributions supported on \([0, \infty)\) with a fixed first moment.
Fig. 8.1 Bayes rules for selected values of $\tau$ with $\mu = 16$ and $n = 5$ [panel (a)] and $\mu$ with $\tau = 16$ and $n = 5$ [panel (b)]. The rules are odd functions and are shown only for non-negative values of $d$. 
with respect to the prior \( \pi \). Let \( \Delta = \frac{||\hat{\theta}(X)||}{||X||} \).

The rule \( \hat{\theta}_\pi \) in estimating the parameter \( \theta \) is an expander if:

\[
E\Delta > 1,
\]

where the expectation is taken with respect to the marginal distribution \( m(\cdot) \).

Assume that an empirical wavelet coefficient is normally distributed, \( d \sim \mathcal{N}(\theta, 1) \) and that the prior on \( \theta \) is given by

\[
\pi(\theta) = \begin{cases} 
0 & \theta \neq 0, |\theta| \leq m \\
p & \theta = 0 \\
\frac{1}{2^p}e^{-|\theta| - m} & |\theta| > m
\end{cases} \quad (8.3)
\]

The marginal is given by

\[
m_\pi(d) = p\phi(d) + \sqrt{e} \frac{1-p}{2} [e^{d+m}\Phi(-d-m-1) + e^{-d-m}\Phi(d-m-1)],
\]

and the Bayes rule \( \hat{\theta}_\pi(d) = d + \frac{m'(d)}{m(d)} \) is an expander for small values of \( d \), clearly a nondesirable outcome. See also Exercise 8.2.

### 8.2 SMOOTH SHRINKAGE

The somewhat simplistic model in Example 8.1.1 can be replaced with more powerful and coherent Bayesian models that exploit a hierarchical structure.

In the context of wavelet regression, two approaches are discussed in more detail. The first one is Adaptive Bayesian Wavelet Shrinkage (ABWS) proposed by Chipman, Kolaczyk, and McCulloch [74]. Their approach is based on the stochastic search variable selection (SSVS) model introduced by George and McCulloch [172] with the assumption that \( \sigma^2 \) is known. When the wavelet coefficients are modeled independently, we can drop the indexing, and simply denote \( d_{jk} \) by \( d \).

Chipman, Kolaczyk, and McCulloch [74] start with the model

\[
[d|\theta, \sigma^2] \sim \mathcal{N}(\theta, \sigma^2). \quad (8.4)
\]

The prior on \( \theta \) is defined as a mixture of two normals [Fig. 8.2(a)]

\[
[\theta|\gamma_j] \sim \gamma_j\mathcal{N}(0, (c_j\tau_j)^2) + (1 - \gamma_j)\mathcal{N}(0, \tau_j^2), \quad (8.5)
\]
where

\[ \gamma_j \sim \text{Ber}(p_j). \quad (8.6) \]

Because the hyperparameters \( p_j, c_j, \) and \( \tau_j \) depend on the level \( j \) to which the corresponding \( \theta(\text{ord}) \) belongs, and can be level-wise different, the method is adaptive.

The Bayes rule under squared error loss for \( \theta \) (from the level \( j \)) has an explicit form,

\[
\hat{\theta}_\pi(d) = \left[ P(\gamma_j = 1|d) \frac{(c_j \tau_j)^2}{\sigma^2 + (c_j \tau_j)^2} + P(\gamma_j = 0|d) \frac{\tau_j^2}{\sigma^2 + \tau_j^2} \right] d, \quad (8.7)
\]

where

\[
P(\gamma_j = 1|d) = \frac{p_j \pi(d|\gamma_j = 1)}{p_j \pi(d|\gamma_j = 1) + (1 - p_j) \pi(d|\gamma_j = 0)}
\]

and

\[
\pi(d|\gamma_j = 1) \sim N(0, \sigma^2 + (c_j \tau_j)^2) \quad \text{and} \quad \pi(d|\gamma_j = 0) \sim N(0, \sigma^2 + \tau_j^2).
\]

The shrinkage rule [(8.7), Fig. 8.2(b)] can be viewed as a smooth interpolation between two lines through the origin with slopes \( \frac{\tau_j^2}{\sigma^2 + \tau_j^2} \) and \( \frac{(c_j \tau_j)^2}{\sigma^2 + (c_j \tau_j)^2} \). The authors provide sophisticated empirical Bayes arguments for tuning the hyperparameters level-wise. They provide posterior analysis on the coefficients and function values. The simulations presented in [74] show that the ABWS method is superior to VisuShrink and SureShrink over the standard Donoho-Johnstone test functions. See also Exercise 8.3.

The approach used by Clyde, Parmigiani, and Vidakovic [82] is based on a limiting form of the conjugate SSVS prior in George and McCulloch [172]. The prior on the components of \( \theta \) is a mixture of a point mass at 0, if the variable is excluded from the wavelet regression, and a normal distribution, if it is included,

\[
[\theta|\gamma_j, \sigma^2] \sim N(0, (1 - \gamma_j) + \gamma_j c_j \sigma^2).
\]

Indicator variables, \( \gamma_j \), specify which basis element, i.e., column of \( W \), should be selected. As before, the subscript \( j \) indicates the level to which \( \theta \) belongs. The set of all possible vectors \( \gamma \) will be referred to as the subset space. The prior distribution for \( \sigma^2 \) is an inverse \( \chi^2 \), i.e.,
Fig. 8.2  (a) Prior on $\theta$ as a mixture of two normal distributions with different variances; (b) Shrinkage rule in [74].

\[
\left[ \frac{\lambda \nu}{\sigma^2} \right] \sim \chi^2_{\nu},
\]

where $\lambda$ and $\nu$ are fixed hyperparameters and the $\gamma_j$'s are independently distributed Bernoulli $\text{Ber}(p_j)$ random variables. The posterior mean of $\theta | \gamma$ is

\[
E(\theta|d, \gamma) = \Gamma(I_n + C^{-1})^{-1} d,
\]

(8.8)

where $\Gamma$ and $C$ are diagonal matrices with $\gamma_{jk}$ and $c_{jk}$, respectively, on the diagonals and 0 elsewhere. For a particular subset determined by the ones in $\gamma$, (8.8) corresponds to the linear (affine) shrinkage.

The posterior mean is obtained by averaging over all models. Model averaging leads to the multiple shrinkage estimator of $\theta$:

\[
E(\theta|d) = \sum_2 \pi(\gamma|d) \Gamma (I_n + C^{-1})^{-1} d,
\]

where $\pi(\gamma|d)$ is the posterior probability of a particular subset $\gamma$. An additional nonlinear shrinkage of the coefficients to 0 results from the uncertainty in which subsets should be selected.

Calculating the posterior probabilities of $\gamma$ and the mixture estimates for the posterior mean of $\theta$ above involves summing over all $2^n$ values of $\gamma$. The calculational complexity of such mixing is prohibitive even for problems of moderate size, and
either approximations or stochastic methods for selecting subsets \( \gamma \) possessing high posterior probability must be used.

In the orthogonal case, Clyde, DeSimone, and Parmigiani [79] obtain an approximation to the posterior probability of \( \gamma \) which is adapted to the wavelet setting in [82]. The approximation can be achieved by either conditioning on \( \sigma^2 \) (plug-in approach) or by assuming independence of the elements in \( \gamma \).

The approximate model probabilities, for the conditional case, are functions of the data through the regression sum of squares and are given by

\[
\pi(\gamma | d) \approx \tilde{\pi}(\gamma | y) = \prod_{j,k} \rho_{jk}^{\gamma_j k} (1 - \rho_{jk})^{1 - \gamma_j k}
\]

**Equation (8.9)**

where

\[
\rho_{jk}(d, \sigma) = \frac{a_{jk}(d, \sigma)}{1 + a_{jk}(d, \sigma)}
\]

The approximate model probabilities, for the conditional case, are functions of the data through the regression sum of squares and are given by

\[
\pi(\gamma | d) \approx \tilde{\pi}(\gamma | y) = \prod_{j,k} \rho_{jk}^{\gamma_j k} (1 - \rho_{jk})^{1 - \gamma_j k}
\]

**Equation (8.9)**

\[
\rho_{jk}(d, \sigma) = \frac{a_{jk}(d, \sigma)}{1 + a_{jk}(d, \sigma)}
\]

\[
a_{jk}(d, \sigma) = \frac{p_{jk}}{1 - p_{jk}} (1 + c_{jk})^{-1/2} \cdot \exp \left\{ \frac{1}{2} \frac{S_{jk}^2}{\sigma^2} \right\}
\]

**Equation (8.10)**

\[
S_{jk}^2 = a_{jk}^2 / (1 + c_{jk}^{-1})
\]

**Equation (8.11)**

The \( p_{jk} \) can be used to obtain a direct approximation to the multiple shrinkage Bayes rule. The independence assumption leads to more involved formulas. Thus, the posterior mean for \( \theta_{jk} \) is approximately

\[
\rho_{jk}(1 + c_{jk}^{-1})^{-1} d_{jk}
\]

**Equation (8.12)**

Equation (8.12) can be viewed as a level dependent wavelet shrinkage rule, generating a variety of nonlinear rules. Depending on the choice of prior hyperparameters shrinkage may be monotonic, if there are no level-dependent hyperparameters, or non-monotonic; see Fig. 8.3(b). Authors report good MSE performance of approximation rules.

Clyde and George [80] propose a model in which the distributions for the error \( \epsilon \) and \( \theta \) are scale mixtures of normals, thus justifying Mallat’s proposal (6.22) for a model of a “typical” wavelet coefficient. An empirical Bayes approach is used to estimate the prior hyperparameters, and provide analytic expressions for the shrinkage estimator based on Bayesian model averaging. The authors report an excellent denoising performance of their shrinkage method for a range of noise distributions. See also Clyde and George [81] and Johnstone and Silverman [223].

Holmes and Denison [195] propose a hyperprior on prior precision and link the induced wavelet shrinkage to some standard model selection methods. The model proposed is \( \gamma \sim MVN(W \theta, \sigma^2 I) \) with the prior
Fig. 8.3 (a) Shrinkage rule from [82] based on independence approximation (8.12). (b) Posterior median thresholding rule from [3].

\[ \theta \sim \mathcal{MVN}(0, T^{-1}), \]

where \( W \) is the wavelet matrix and \( T = \text{diag}(t_1, t_2, \ldots, t_n) \) is the precision matrix. The authors examine the relationship between \( T \) and the model fit. The mean of the posterior predictive density is \( \hat{f} = W\hat{\theta} \), which can be written as \( \hat{f} = SY \), where \( S \) is the smoothing matrix given by \( S = \sigma^{-2}W(\sigma^{-2}I + T)^{-1}W' \). The degrees of freedom for a linear smoother are given by the trace of the smoothing matrix, and

\[ \text{DF} = \sum_{i=1}^{n} (1 + \sigma^2 t_i)^{-1}, \]

(Hastie and Tibshirani [189]), which is a natural proposal for a measure of model complexity. Smooth models with low degrees of freedom are preferred and a convenient choice for the hyperprior on \( t_i \) is

\[ p(t_i | \sigma^2) \propto \exp \left\{ -c \sum_{i=1}^{n} (1 + \sigma^2 t_i)^{-1} \right\}, \tag{8.13} \]

for some constant \( c \), which determines how much we penalize model complexity. After analytically integrating out the wavelet coefficients \( \theta \), one obtains
Log Model Probability = Log Marginal Likelihood - (c × DF ),
which has the form of many classical model choice criteria. The four criteria, depending on a selected c, are

(i) \( c = 0 \). The uniform prior results in the ratio of model probabilities being given by the Bayes factor (Kass and Raftery [227]).

(ii) \( c = 1 \). Akaike’s information criteria (AIC) (Akaike [8]).

(iii) \( c = 1/2 \log n \). Bayesian information criteria (BIC) (Schwartz [371]).

(iv) \( c = \log n \). The risk inflation criteria (RIC) (Foster and George [155]).

See also Holmes and Mallick [197, 196] for a discussion on an efficient Bayesian variable selection method and related wavelet applications.

8.3 BAYESIAN THRESHOLDING

Bayes rules under the squared error loss and regular models are smooth and thus cannot be thresholding rules. We discuss two approaches of obtaining bona fide thresholding rules in a Bayesian manner. The first one is via hypothesis testing, while the second one uses weighted absolute error loss.

Donoho and Johnstone [126, 129] gave a heuristic for the selection of the universal threshold via rejection regions of suitable hypotheses tests; see the discussion in Section 6.6.5. Testing a precise hypothesis in Bayesian fashion requires a prior that has a point mass component. A method based on Bayes factors is discussed first. For details see [420].

Let

\[
[d\theta] \sim f(d\theta).
\]

After observing the coefficient \( d \), the hypothesis \( H_0 : \theta = 0 \), versus \( H_1 : \theta \neq 0 \) is tested. If the hypothesis \( H_0 \) is rejected, \( \theta \) is estimated by \( d \). Let

\[
[\theta] \sim \pi(\theta) = \pi_0\delta_0 + \pi_1\xi(\theta),
\]

where \( \pi_0 + \pi_1 = 1 \), \( \delta_0 \) is a point mass at 0, and \( \xi(\theta) \) is a prior that describes the distribution of \( \theta \) when \( H_0 \) is false.

The resulting Bayesian procedure is
\[ \hat{\theta} = d \mathbf{1} \left[ P(H_0|d) < \frac{1}{2} \right], \]

where

\[ P(H_0|d) = \left( 1 + \frac{\pi_1}{\alpha_0} \frac{1}{B} \right)^{-1}, \]

is the posterior probability of the hypothesis \( H_0 \), and \( B = \frac{\int f(\|\theta\|)}{\int f(\|\theta\|)\xi(\theta) \, d\theta} \) is the Bayes factor in favor of \( H_0 \).

For instance, let, as in Example 8.1.1,

\[ [d|\theta] \sim \mathcal{DE} \left( \theta, \frac{1}{\sqrt{4\alpha}} \right) \]

and

\[ \pi(\theta) = \pi_0 \delta_0 + \pi_1 \xi(\theta). \]

Then, \( d \) will be thresholded if

\[ \frac{\pi_0 e^{-|d|}}{\pi_0 e^{-|d|} + \pi_1 (\Pi_1(c) + \Pi_2(c))} \geq \frac{1}{2}, \]

where \( \Pi_1 \) and \( \Pi_2 \) are the one-sided Laplace transformations of \( \xi(\theta-d) \) and \( \xi(\theta+d) \).

Abramovich, Sapatinas and Silverman [3] use weighted absolute error loss and show that for a prior on \( \theta \)

\[ [\theta] \sim \pi_j \mathcal{N}(0, \tau_j^2) + (1 - \pi_j)\delta(0) \]

and for normal \( \mathcal{N}(\theta, \sigma^2) \) likelihood, the posterior median is

\[ \text{MEDIAN}(\theta|d) = \text{sgn}(d) \max(0, \zeta). \quad (8.14) \]

Here
\[\zeta = \frac{\tau_j^2|d|}{\sigma^2 + \tau_j^2} - \frac{\tau_j \sigma}{\sqrt{\sigma^2 + \tau_j^2}} \Phi^{-1}\left(\frac{1 + \min(\omega, 1)}{2}\right), \text{ and}\]

\[\omega = \frac{1 - \pi_j \sqrt{\tau_j^2 + \sigma^2}}{\pi_j \exp\left\{\frac{-\tau_j^2 d^2}{2\sigma^2(\tau_j^2 + \sigma^2)}\right\}}.\]

The index \(j\), as before, indicates the level containing \(\theta\) (or \(d\)) facilitating adaptivity. The plot of the thresholding function (8.14) is given in Fig. 8.3(a).


\[\tau_j = C_1 2^{-\alpha j} \text{ and } \pi_j = \min(1, C_2 2^{-\beta j})\]

where \(C_1, C_2, \alpha, \text{ and } \beta\) are non-negative hyperparameters. The hyperparameters \(\alpha\) and \(\beta\) are determined from the assumption that the function to be estimated belongs to a particular Besov space, while \(C_1\) and \(C_2\) are determined in an empirical Bayes fashion.

The authors compare their BayesThresh rule (8.14) with several existing methods: cross-validation, false discovery rate, VisuShrink, and GlobalSure. They also reported a very good MSE performance.

### 8.4 MAP-PRINCIPLE

We already hinted that wavelet regularization methods in constructing linear shrinkage estimators (see page 175, also Section 6.3.1) coincide with MAP rules. The MAP rule maximizes the posterior and is typically a shrinkage rule.

Let \(f(d - \theta)\) be a location model for a “typical” wavelet coefficient \(d\) and let \(\theta\) be the parameter of interest with prior \(\pi\). Given the observation \(d\), the posterior distribution of \(\theta\) is proportional to

\[\pi(\theta|d) \propto f(d - \theta) \cdot \pi(\theta). \quad (8.15)\]

The goal is to find the rule \(\hat{\theta} = \hat{\theta}(d)\) which maximizes the posterior, i.e. the MAP rule. Let \(s(\theta) = -\log \pi(\theta)\). Notice that the expression in (8.15) is maximized at the same argument at which

\[s(\theta) - \log f(d - \theta) \quad (8.16)\]

is minimized. We discuss the case when \(f\) is a normal density. If \([d|\theta] \sim N(\theta, \sigma^2)\), (8.16) becomes
If $s(\theta)$ is strictly convex and differentiable, the minimizer of (8.17) is the solution of

$$
\frac{1}{\sigma^2}(\theta - d) + s'(\theta) = 0,
$$
given by

$$
\hat{\theta} = h^{-1}(d),
$$
where

$$
h(u) = u + \sigma^2 s'(u).
$$

Generally, the inversion in (8.18) may not be analytically feasible. Following Hyvärinen [208], we give several examples of prior distributions on $\theta$ for which the analytical maximization is possible. The noise component is assumed normal.

**Example 8.4.1** [208]

- If $\pi(\theta) = \frac{1}{\sqrt{2\pi}} e^{-\frac{|\theta|^2}{2}}$, then $s'(\theta) = \sqrt{2} \text{sgn}(\theta)$, and $\hat{\theta}(d) = \text{sgn}(d) \max(0, |d| - \sqrt{2}\sigma^2)$.
- If

$$
\pi(\theta) \propto e^{-a|\theta|^3/2 - b|\theta|}, \quad a, b > 0,
$$
i.e., if $s'(\theta) = a\theta + b \text{sgn}(\theta)$, then

$$
\hat{\theta}(d) = \frac{1}{1 + \sigma^2 a} \text{sgn}(d) \max(0, |d| - b\sigma^2).
$$

This shrinkage function is plotted in Fig. 8.4(a) for $a = 1$ and $b = 2$.

- Let $\pi$ be a “supergaussian” probability density,

$$
\pi(\theta) = C \cdot \left[ \sqrt{\alpha(\alpha + 1)} + \left| \frac{\theta}{b} \right| \right]^{\alpha+3}.
$$

where the normalizing constant is $C = \frac{1}{2\pi}(\alpha + 2)\left[\alpha(\alpha + 1)/2\right]^{(\alpha/2+1)}$. The resulting MAP rule is
The MAP solutions for the priors in (8.19) [panel (a)] and (8.21) [panel (b)].

\[
\hat{\theta}(d) = \text{sgn}(d) \max \left( 0, \frac{|d| - ab}{2} + \frac{1}{2} \sqrt{(|d| + ab)^2 - 4\sigma^2(\alpha + 3)} \right),
\]

(8.22)

where \( a = \sqrt{\alpha(\alpha + 1)/2} \), and \( \hat{\theta}(d) \) is set to 0 if the square root in (8.22) is imaginary.

The rule in (8.22) is depicted in Fig. 8.4(b).

Leporini and Pesquet [259] explore cases for which the prior is an exponential power distribution \( \mathcal{E}PD(\alpha, \beta) \) as in (6.22). If the noise also has an \( \mathcal{E}PD(a, b) \) distribution with \( 0 < \beta < b \leq 1 \), the MAP solution is a hard-thresholding rule. If \( 0 < \beta \leq 1 < b \) then the resulting MAP rule is

\[
\hat{\theta}(d) = d - \left( \frac{\beta a^b}{b \alpha^2} \right)^{1/(b-1)} |d|^{(\beta-1)/(b-1)} + o(|d|^{(\beta-1)/(b-1)}).
\]

(8.23)

The authors in [259] consider also the Cauchy noise and explore properties of the resulting rules. See also related articles by Chambolle et al. [67], Krim and Schick [248], and Simoncelli [379].

8.5 DENSITY ESTIMATION PROBLEM

The local nature of wavelet functions makes the wavelet estimator superior to projection estimators that use classical orthonormal bases (Fourier, Hermite, etc.).

Brunk [45] first proposed the shrinkage of coefficients in the projection density estimate based on linear Bayesian estimation. When an \( L_2 \) density \( f \) has the Fourier
expansion $f(x) = \sum_n a_n \xi_n(x)$ in some orthonormal basis $\xi_n(x), n \in \mathbb{N}$, Brunk (see also Wahba [433]) assumed normal $\mathcal{N}(0, b_n)$ and independent priors on the coefficients $a_n$. The suggested choice for $b_n$ was $C/n^m$, where $C$ is a constant and $m > 1$. Brunk’s linear Bayes shrinkage paradigm can be extended to a wavelet setup. As an illustration we consider the normal/normal-inverse gamma model, see Chapter 9 in O’Hagan [326].

Assume the model

$$[\alpha, \sigma^2] \sim \mathcal{MN}(\theta, \sigma^2 I)$$ (8.24)

for the vector $d$ consisting of empirical coefficients $c_{j_0, k}, k \in \mathbb{Z}$, and $d_{j, k}, j_0 \leq j \leq j_1, k \in \mathbb{Z}$, in

$$\sum_k c_{j_0, k} \phi_{j_0, k}(x) + \sum_{j=j_0}^{j_1} \sum_k d_{j, k} \psi_{j, k}(x).$$ (8.25)

The rationale behind the model in (8.24) is that both $c_{j, k}$ and $d_{j, k}$ are averages of $n$ i.i.d. random variables; see the expression for empirical coefficients in (7.3). Given $\theta$, the components of $d$ are independent. The model in (8.24) is completed by specifying the prior distribution on the location $\theta$ and scale $\sigma$. Let

$$[\theta, \sigma^2] \sim \mathcal{NI}(\alpha, \delta, 0, \Sigma),$$ (8.26)

where $\mathcal{NI}(\alpha, \delta, m, \Sigma)$ is the normal-inverse gamma distribution with density function

$$f(\theta, \sigma^2|\alpha, \delta, m, \Sigma) = C(\sigma^2)^{\frac{\alpha+m-2}{2}} \exp\left\{-\left\{\frac{\theta-m}{\sigma} \Sigma^{-1}(\theta-m) + \alpha\right\}/(2\sigma^2)\right\}.$$

Bayesian updating is straightforward because of the conjugate structure. The choice of the prior covariance matrix $\Sigma$ corresponds to the choice of variances $b_n$ in the traditional (Fourier) problems discussed in [45] and [433]. The model specified by (8.24) and (8.26) can incorporate dependence of the wavelet coefficients via appropriate specification of the prior covariance matrix $\Sigma$. If only the coefficients between levels $j_0$ and $j_1$ are considered in the estimator, their covariance structure can be described by the following covariance matrix:

$$\Sigma = \lambda_{j_0, \phi} \Sigma_{j_0, \phi} \oplus \bigoplus_{j=j_0}^{j_1} \lambda_{j, \psi} \Sigma_{j, \psi},$$ (8.27)

where $\oplus$ is the direct sum operation. The $\Sigma$ in (8.27), is a block diagonal matrix in which the block submatrices $\Sigma_{j_0, \phi}, \Sigma_{j, \psi}, j = j_0, \ldots, j_1$ describe correlations within their corresponding levels.

The posterior for $[\theta, \sigma^2]$ is again the normal-inverse gamma distribution
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Fig. 8.5 Empirical coefficients for the galaxy data and their affine Bayes shrinkage. The coefficients are arranged as a concatenation of levels in the decomposition, starting with scaling coefficients and ending with coefficients of fine detail. Notice that the Bayes estimate preserves coarse structure and heavily shrinks detail coefficients that are responsible for overfitting.

\[
\begin{align*}
[\hat{\theta}, \sigma^2 | \theta] & \sim N(\theta^*, \Sigma^*, m^*, \Sigma^*), \\
\Sigma^* &= (I + \Sigma^{-1})^{-1}, \\
\hat{\theta} &= \Sigma^* \hat{d} = E(\theta | \hat{d}), \\
\alpha^* &= \alpha + ||\hat{d}|| + (\theta^*)^T (\Sigma^*)^{-1} \theta^* \\
\delta^* &= \delta + n.
\end{align*}
\]

The Bayes estimator of \( \theta \) is \( \hat{\theta} = \Sigma^* \hat{d} \). Naturally, we estimate the density in (8.25) by replacing \( c_{jk} \) and \( d_{jk} \) from \( d \) by their affine Bayes estimators.

**Example 8.5.1** In practical implementations of this method, the matrix \( \Sigma \) is a block diagonal matrix consisting of Laurent submatrices \( \Sigma_{j_0, \phi}, \Sigma_{j_1, \psi}, \ldots, \Sigma_{j_1, \psi} \), each of appropriate dimensions, with entries \( \sigma_{i,j} = \rho^{||i-j||}, |\rho| < 1 \).

Fig. 8.5 shows shrinkage of the empirical wavelet coefficients \( \hat{d} \) for the galaxy velocities data set (Roeder, [354]). There were 176 empirical coefficients between the levels \( j_0 = 0 \) and \( j_1 = 6 \). The following values for the \( \lambda s \) and \( \rho \) were adopted:

\[
\begin{align*}
\lambda_{0,\phi} &= 1000, \lambda_{0,\psi} = 1000, \lambda_{1,\psi} = 100, \lambda_{2,\psi} = 10, \lambda_{3,\psi} = 1, \lambda_{4,\psi} = 0.1, \lambda_{5,\psi} =
\end{align*}
\]
Building on (8.24)-(8.27), Huerta [207] proposed the following model:

\[ \begin{align*}
[d|\theta, \sigma^2] & \sim \mathcal{MVN}(\theta, \sigma^2 I), \\
[\sigma^2] & \sim \mathcal{IG}(\alpha_1, \delta_1), \\
[\theta|r^2] & \sim \mathcal{MVN}(0, r^2 \Sigma), \\
[r^2] & \sim \mathcal{IG}(\alpha_2, \delta_2).
\end{align*} \]

The closed form for \( E(\theta|d) \) in the above model is not possible, however the full conditionals can be specified. The prior covariance matrix \( \Sigma \) is defined as in (8.27). The shrinkage is performed by Gibbs sampling and the simulation results obtained are promising.

Reducing of the number of hyperparameters in (8.24)-(8.27) and imposing a prior structure on some of the remaining hyperparameters in a hierarchical fashion was suggested by Vannucci and Corradi [415]. The authors applied their method, which they call BayesShrink, on the regression problem. Assuming that \( \theta \) corresponds to an autoregressive process in the time domain the authors demonstrate that the matrix \( \Sigma \) depends on only two hyperparameters, \( \lambda \) and \( \rho \). The parameter \( \rho \) is the “autocovariance index” and \( \lambda \) is the precision parameter. The covariance matrix \( \Sigma(\lambda, \rho) = \lambda \Sigma(\rho) \) has an interesting “finger-like” structure.

Vannucci and Corradi in [415] suggest

\[ [\lambda] \sim \mathcal{IG}(p/2, q/2), \text{ and} \]
\[ [\rho] \propto (C - \rho)^{-1}(C + \rho)^{-2}, \quad |\rho| < C, \]

and simulate from the posterior distribution of \( \theta \) using the Markov chain Monte Carlo (MCMC) method.

### 8.6 FULL BAYESIAN MODEL

The methods in the previous sections are similar in spirit to the wavelet-shrinkage paradigm schematized in Fig. 6.1. The coefficients in the wavelet domain are shrunk in a Bayesian fashion. Full Bayesian inference in the density estimation problem would involve the likelihood incorporating the observations.

Müller and Vidakovic [304] parameterize an unknown density \( f(x) \) by a wavelet series on its square root, and propose a prior model that explicitly defines geometrically decreasing prior probabilities for non-zero wavelet coefficients at higher levels of detail. Benefits of such parameterization have been discussed in Section 7.4.1.

The unknown probability density function \( f(\cdot) \) is modeled by:
\[
\sqrt{f(x)} = K \cdot \left[ \sum_{k \in \mathbb{Z}} \xi_{jk} \phi_{jk,k}(x) + \sum_{j \geq j_0, k \in \mathbb{Z}} s_{jk} \theta_{jk} \psi_{jk}(x) \right], \tag{8.28}
\]

where \( K \) is the normalization constant and \( s_{jk} \in \{0, 1\} \) is an indicator variable that performs model induced thresholding. A prior on \( [\theta_{jk} | s_{jk}] \) which assigns considerable prior probability mass at 0 was used.

The dependence of \( f(x) \) on the vector \( \theta = (\xi_{jk}, s_{jk}, \theta_{jk}, j = j_0, \ldots, j_1, k \in \mathbb{Z}) \) of wavelet coefficients and indicators is expressed by \( f(x) = p(x|\theta) \). The sample \( X = \{ X_1, \ldots, X_n \} \) defines a likelihood function \( p(X|\theta) = \prod_{i=1}^n p(X_i|\theta) \).

The model is completed by a prior probability distribution for \( \theta \). Without loss of generality, \( j_0 = 0 \) can be assumed. Also, any particular application will determine a maximum level of detail \( j_1 \).

The wavelet coefficients \( \theta_{jk} \) are non-zero with geometrically decreasing probabilities. Given that a coefficient is non-zero, it is generated from a normal distribution. When a coefficient is not included in (8.28), that is, \( s_{jk} = 0 \), a “pseudo-prior” \( h(\theta_{jk}) \) is assumed. The parameter vector \( \theta \) is augmented in order to include all model parameters, i.e., \( \theta = (\theta_{jk}, \xi_{jk}, s_{jk}, \alpha, \tau) \).

The scale factor \( r_j \) contributes to the adaptivity of the method. Wavelet shrinkage is controlled by both the factor \( r_j \) and geometrically decreasing prior probabilities for non-zero coefficient, \( \alpha^j \).

The conditional prior \( p(\theta_{jk} | s_{jk} = 0) = h(\theta_{jk}) \) in the model (8.29) is a pseudo-prior as discussed in Carlin and Chib [58]. The choice of \( h(\cdot) \) has no bearing on the inference about \( f(x) \). In fact, the model could be alternatively formulated by dropping \( \theta_{jk} \) under \( s_{jk} = 0 \). However, this would lead to a parameter space of varying dimension. Carlin and Chib [58] argued that the pseudo-prior \( h(\theta_{jk}) \) should be chosen to produce values for \( \theta_{jk} \) which are consistent with the data. The normal distribution \( p(\theta_{jk} | s_{jk} = 0) = \mathcal{N}(\hat{\theta}_{jk}, \sigma_{jk}) \), where \( \hat{\theta}_{jk} \) is some rough preliminary estimate of \( \theta_{jk} \), was proposed.

The particular MCMC simulation scheme used to estimate the model (8.28, 8.29) is described. By starting with some initial values for \( \theta_{jk}, j = 0, \ldots, j_1, \xi_{00}, \alpha, \) and \( \tau \), the following Markov chain was implemented.

1. For each \( j = 0, \ldots, j_1 \) and \( k = 0, \ldots, 2^j - 1 \) repeat the steps 2 and 3.
2. Update $s_{jk}$. Let $\theta_0$ and $\theta_1$ indicate the current parameter vector $\theta$ with $s_{jk}$ replaced by 0 and 1, respectively. Compute $p_0 = p(y|\theta_0) \cdot (1 - \alpha^j)h(\theta_{jk})$ and $p_1 = p(y|\theta_0) \cdot \alpha^j p(\theta_{jk}|s_{jk} = 1)$. With probability $p_1/(p_0 + p_1)$ set $s_{jk} = 1$, otherwise, set $s_{jk} = 0$.

3a. Update $\theta_{jk}$. If $s_{jk} = 1$, generate $\tilde{\theta}_{jk} \sim g(\tilde{\theta}_{jk}|\theta_{jk})$. Use, for example, $g(\tilde{\theta}_{jk}|\theta_{jk}) = \mathcal{N}(\theta_{jk}, 0.25\sigma_{jk})$, where $\sigma_{jk}$ is some rough estimate of the posterior standard deviation of $\theta_{jk}$. We will discuss alternative choices for the probing distribution $g(\cdot)$ below.

Compute

$$a(\theta_{jk}, \tilde{\theta}_{jk}) = \min \left(1, \frac{p(y|\tilde{\theta}_{jk})p(\tilde{\theta}_{jk})}{p(y|\theta_{jk})p(\theta_{jk})} \right),$$

where $\tilde{\theta}$ is the parameter vector $\theta$ with $\theta_{jk}$ replaced by $\tilde{\theta}_{jk}$, and $p(\theta_{jk})$ is the p.d.f. of the normal prior distribution given in (8.29).

With probability $a(\theta_{jk}, \tilde{\theta}_{jk})$ replace $\theta_{jk}$ by $\tilde{\theta}_{jk}$; otherwise keep $\theta_{jk}$ unchanged.

3b. If $s_{jk} = 0$, generate $\theta_{jk}$ from the full conditional posterior $p(\theta_{jk}|\ldots, X) = p(\theta_{jk}|s_{jk} = 0) = h(\theta_{jk})$.

4. Update $\xi_{00}$. Generate $\xi_{00} \sim g(\xi_{00}|\xi_{00})$. Use, for example, $g(\xi_{00}|\xi_{00}) = \mathcal{N}(\xi_{00}, 0.25\rho_{00})$, where $\rho_{00}$ is some rough estimate of the posterior standard deviation of $\xi_{00}$. Analogously to step 3a, compute an acceptance probability $a$ and replace $\xi_{00}$ with probability $a$.

5. Update $\alpha$. Generate $\tilde{\alpha} \sim g_\alpha(\tilde{\alpha}|\alpha)$ and compute

$$a(\alpha, \tilde{\alpha}) = \min \left(1, \frac{\prod_{jk} \tilde{\alpha}^{j \wedge \eta_{jk}}(1 - \tilde{\alpha}^{j \wedge \eta_{jk}})^{s_{jk}}}{\prod_{jk} \alpha^{j \wedge \eta_{jk}}(1 - \alpha^{j \wedge \eta_{jk}})^{s_{jk}}} \right).$$

With probability $a(\alpha, \tilde{\alpha})$ replace $\alpha$ by $\tilde{\alpha}$, otherwise keep $\alpha$ unchanged.

6. Update $\tau$. Resample $\tau$ from the complete inverse Gamma conditional posterior.

7. Iterate over steps 1 through 6 until the chain is judged to have practically converged.

This algorithm implements a Metropolis chain changing one parameter at a time in the parameter vector. See, for example, Tierney [405] for a description and discussion of Metropolis chains for posterior exploration. For a practical implementation, $g$ should be chosen such that the acceptance probabilities $a$ are neither close to zero, nor close to one. In the implementations, $g(\tilde{\theta}_{jk}|\theta_{jk}) = \mathcal{N}(\theta_{jk}, 0.25\sigma_{jk})$ with $\sigma_{jk} = 2^{-j}$ was used. See also Müller and Vidakovic [305] for a Bayesian solution to the related problems of estimating a spectral density and NES regression.

Example 8.6.1 The wavelet-based density estimation model (8.28-8.29) is illustrated on the galaxy data set (Roeder [354]). The data is rescaled to the interval $[0, 1]$. The
Fig. 8.6 [304] (a) The estimated p.d.f. \( \hat{f}(x) = \int p(x|\theta) \, dp(\theta|X) \). The dotted line plots a conventional kernel density estimate for the same data. (b) The posterior distribution of the unknown density \( f(x) = p(x|\theta) \) induced by the posterior distribution \( p(\theta|X) \). The lines plot \( p(x|\theta_i) \) for 10 simulated draws \( \theta_i \sim p(\theta|X), i = 1, \ldots, 10 \).

hyperparameters were fixed as \( a = 10, b = 10, a_r = b_r = 1 \). The \( \text{Beta}(10, 10) \) prior distribution on \( \alpha \) is reasonably non-informative as compared to the likelihood based on \( n = 82 \) observations.

Initially, all \( s_{jk} \) are set to 1, and \( \alpha \) to its prior mean \( \alpha = 0.5 \). The first 10 iterations as a burn-in period were discarded, then 1000 iterations of steps 1 through 6 were simulated. For each \( j,k \) step 3 was repeated three times. The maximum level of detail selected was \( j_1 = 5 \).

Fig. 8.6 and Fig. 8.7 depict some aspects of the analysis.

8.7 DISCUSSION AND REFERENCES

Lina and MacGibbon [263] apply a Bayesian approach to wavelet regression with complex valued Daubechies wavelets. To some extent, they exploit redundancy in the representation of real signals by the complex wavelet coefficients. Their shrinkage technique is based on the observation that the modulus and the phase of wavelet coefficients encompass very different information about the signal. A Bayesian shrinkage model is constructed for the modulus, taking into account the corresponding phase.

Simoncelli and Adelson [380] discuss the Bayes “coring” procedure in the context of image processing. The prior on the signal is Mallat’s model (6.22), while the noise is assumed normal. They implement their noise reduction scheme on an oriented
Fig. 8.7 [304] Posterior distributions $p(s_{10}\theta_{10}|X)$ [panel (a)] and $p(s_{11}\theta_{11}|X)$ [panel (b)]. While $s_{10}\theta_{10}$ is non-zero with posterior probability close to one, the posterior distribution $p(s_{11}\theta_{11}|X)$ is a mixture of a point mass at zero and a continuous part.

multiresolution representation — known as the *steerable pyramid*. The authors report that the Bayesian coring outperforms the classical Wiener filtering.

Jansen and Bultheel [218], Malfait and Roose [273], and Malfait, Jansen, and Roose [272] employed the theory of Markov random fields in wavelet denoising of images. The idea is that the thresholding of a coefficient in a two-dimensional array depends not only on its own magnitude but also on the magnitudes of its neighbors. This dependence is modeled by using masks consisting of 0 and 1 and exhibiting properties of a Markov field. Crouse, Nowak, and Baraniuk [98] also consider hidden Markov fields in a similar setup. They develop the *efficient expectation maximization* (EEM) algorithm to fit their model. Also see an overview in Nowak [318].

The shrinkage models (as in [422]) in which the hyperparameters of the prior are made time-dependent in an empirical Bayes fashion are considered in Vidakovic and Bielza [423].

Pesquet et al. [340] developed a Bayesian-based approach to the best basis problem, while preserving the classical tree search efficiency in wavelet packets and local trigonometric bases. See also Leporini [258] and Leporini, Pesquet, and Krim [260] for related results.

Kohn and Marron [237] use a model similar to one in Chipman, Kolaczyk, and McCulloch [74] in the context of the best basis selection.

An extreme dimension reduction in prediction problems, when the predictors are curves, is achieved in the wavelet domain by Brown, Fearn and Vannucci [40]. The authors utilize Bayesian model mixing in the wavelet domain in applications from the near-infrared spectroscopy. It is interesting to observe that the “most predictive”
wavelet coefficients have small to moderate magnitudes. This was noticed by several researchers; in prediction problems the bigger \(-\) the better selection rule does not apply.

Timmermann and Nowak [406] introduce multiscale Bayesian estimators of Poisson intensities. To preserve Poisson characteristics in the wavelet domain, they utilize the non-normalized Haar transformation. The proposed mixture Beta priors on the intensity are realistic and lead to efficient shrinkage estimation. See also Nowak and Baraniuk [319] for an application in photon imaging. Independently, related results have been obtained by Kolaczyk [240, 241].

Ogden [320] develops a Bayesian wavelet method for estimating the location of a change-point. Initial treatment is for the standard change-point model (i.e., constant mean before the change and constant mean after it), but extends to the case of detecting discontinuity points in an otherwise smooth curve. The conjugate prior distribution on the change point \( \tau \) is given in the wavelet domain, and it is updated by the observed empirical wavelet coefficients. See also Ogden and Lynch [323].

Ruggeri and Vidakovic [358] discuss Bayesian decision theoretic thresholding. In the set of all hard thresholding rules, they find Bayes rules under a variety of models, priors, and loss functions. They identify model-prior pairs that work well (in the sense of exhibiting a hard thresholding rule that minimizes Bayes risk) and show that in the presence of prior information on noise and signal, their procedure outperforms comparable minimax procedures. See also Ruggeri [357] and Exercise 8.1.

Lu, Huang, and Tung [268] perform linear Bayesian wavelet shrinkage in a nonparametric mixed-effect model. Their formulation is conceptually inspired by the duality between reproducing kernel Hilbert spaces and random processes as well as by connections between smoothing splines and Bayesian regressions. The unknown function \( f \) in the standard nonparametric regression formulation \[ y = f(x_i) + \sigma e_i, \ i = 1, \ldots, n; \ 0 \leq x \leq 1; \ \sigma > 0; \ \text{Cov}(e_1, \ldots, e_n) = R \] is given a prior of the form \( f(x) = \sum_k \alpha_{jk} \tilde{\phi}_{jk}(x) + \delta Z(x); \ Z(x) \sim \sum_{j \geq J} \sum_k \theta_{jk} \psi_{jk}(x), \) where \( \theta_{jk} \) are uncorrelated random variables such that \( E\theta_{jk} = 0 \) and \( E\theta_{jk}^2 = \lambda_j. \) The authors propose a linear, empirical Bayes estimator \( \hat{f} \) of \( f \) that enjoys a Gauss-Markov type of optimality. Several non-linear versions of the estimator are proposed as well. Independently, and using different techniques, Huang and Cressie [202, 203] consider the same problem and derive a Bayesian estimate.

Pensky [332] proposes wavelet-based empirical Bayes estimators that are adaptive to unknown smoothness of a prior. Several conditional distributions are considered. See also Huang [204] and Exercise 8.6.

8.8 \textbf{EXERCISES}

8.1. [358] Consider the normal model \( X \sim \mathcal{N}(\theta, \sigma^2), \) in which \( \sigma^2 \) is assumed known (or estimable), and the double exponential prior \( \theta \sim \mathcal{DE}(0, \beta). \) Let the loss be squared error.
(a) Find the Bayes risk of the decision rule \( \delta^b(x, \lambda) = x \mathbb{1}(|x| > \lambda) \).

(b) Show that when \( \sigma = \beta = 1 \), the optimal \( \lambda^* \), minimizing the Bayes risk, is approximately 0.94055.

8.2. Plot the graphs of \( m(d) \) and \( \hat{\theta}_p(d) \) from Example 8.1.2, for \( m = 2 \) and \( p = 0.15 \).

Approximately calculate the range of values \( p \in [0, p_0] \) for which

\[
\int \frac{\hat{\theta}_p(u)}{u} m(u) \, du > 1.
\]

8.3. [74] Assume the model (8.4 - 8.6). Argue that \( \text{Var}(\theta|d) \approx \tau^2 \), when \( d \) is small, and \( \text{Var}(\theta|d) \approx \sigma^2 \), when \( d \) is large.

8.4. Project. Develop “The larger posterior mode shrinkage” based on the following consideration: Assume \( d \sim N(\theta, 1) \), \( \theta \sim N(0, \tau^2) \), and \( \pi(\tau^2) = 1/\tau^{3/2} \). Find the posterior distribution of \( \theta \). Show that it is unimodal if \( 0 < d^2 < 2 \) and bimodal otherwise. Show that the second mode is \( \theta(d) = (1 - \frac{1 - \sqrt{1 - (2d^2/\tau^2)}}{2} \) \( d \).

8.5. Show that the following shrinkage rule

\[
\theta(d) = \left( \frac{1}{1 - e^{-\|d\|^2/2}} - \frac{2}{\|d\|^2} \right) d
\]

can be obtained as a Bayes estimator in the following hierarchical model:

\( d \sim MVN_p(\theta, I_p) \), \( \theta \sim MVN(0, \tau^2 I_p) \) and \( \pi(\tau^2) = \eta^{2-(\eta/2)}, \) for \( \eta = 1/(1 + \tau^2) \).

8.6. [204]. Let \((X_1, \theta_1), (X_2, \theta_2), \ldots, (X_n, \theta_n)\) be \( n \) i.i.d. copies of \((X, \theta)\), where \( X \), conditionally on \( \theta \), has the uniform \( U(0, \theta) \) distribution. The prior on \( \theta \), \( G(\theta) \) is unknown but it is known that it is supported on \([0, m]\). Suppose a new observation \( X_{n+1} = x \) is obtained.

(a) If the marginal distribution \( f_G(x) = \int_x^m 1/\theta dG(\theta) \) were known, show that a Bayes estimate for \( \theta_{n+1} \) would be

\[
\theta_G(x) = x + \frac{1 - F_G(x)}{f_G(x)}.
\]

(b) Let \( \theta_B(x) = x \vee \left( x + \frac{1 - F_n(x)}{f^L_j(x)} \right) \wedge m \) be the wavelet version of \( \theta_G(x) \), where \( F_n(x) \) is the sample c.d.f. and \( f^L_j(x) \) is the linear wavelet density estimator, as in (7.7, 7.8).
If \( f_G(x) \) belongs to \( \mathcal{W}^r \), the MRA is \( r \)-regular \( r > s \), and the conditions

\[
\begin{align*}
(i) & \quad 0 < \lim_{x \to 0^+} f_G(x) < \infty \quad \text{and} \\
(ii) & \quad E(1/f_G^2(X)) < \infty
\end{align*}
\]

hold, then the regret risk satisfies

\[ 0 \leq R(G, \theta_B) - R(G, \theta_G) = O\left(\frac{1}{n}\right) + O\left(\frac{1}{nh}\right) + o(h^{2s}), \]

where \( h = 2^{-j}, \ j \in \mathbb{Z} \).

Which rate of \( h \to 0 \) leads to the optimal regret rate of \( O(n^{-\frac{2s}{s+1}}) \)?
In this chapter, we give an overview of wavelet methods used in the theory of random processes. The emphasis will be on stationary time series, although some applications of wavelets to non-stationary processes will also be mentioned.

The chief motivation for modeling a time series is the need for forecasting. To that end, an analysis of time series can be performed in the time domain as well as in the frequency domain. Wavelets provide additional insight in the analysis of time series via scale analysis. The notion of frequency in Fourier analysis can be related to the notion of scale in multiscale analysis; and often Fourier-based tools for exploring time series have their wavelet counterparts (for instance, wavelet spectra, wavelet periodogram, and scalogram). Self-similarity properties of some processes, such as $fBm$ or ARIMA, can be well described by wavelet methods. Wavelets also generate novel random processes and functions, suitable for multiscale and tree-like modeling.

Applications of wavelets in the smoothing of periodograms (sample counterparts of spectral densities) is a task of a different nature. It is related to the nonparametric procedures covered in Chapters 7 and 8, with some distributional specificities of its own.
9.1 STATIONARY TIME SERIES

A stochastic process is a family of random variables \( \{X_t, t \in T\} \) defined on a common probability space. The set \( T \subseteq (-\infty, \infty) \) is thought of as a time parameter set. The process is called a continuous parameter process if \( T \) is continuous (an interval, for instance), and a discrete parameter process if \( T \) is discrete, usually a subset of integers, \( T \subseteq \mathbb{Z} \).

In most of this chapter, we discuss applications of wavelets in time series that are discrete parameter random processes. We first give some basic definitions.

Let \( \{X_t, t \in \mathbb{Z}\} \) be a random process such that the autocovariance function

\[
\gamma_X(r, s) = \text{Cov}(X_r, X_s) = E(X_r - E X_r)(X_s - E X_s)
\]

is finite for any pair of \( r \) and \( s \) in \( T \). The random process (time series) \( \{X_t, t \in \mathbb{Z}\} \) with parameter set \( T = \mathbb{Z} = \{0, \pm 1, \pm 2, \ldots\} \) is said to be (weakly or wide-sense) stationary if

(i) \( E|X_t|^2 < \infty \),

(ii) \( EX_t = m \), for all \( t \in \mathbb{Z} \), and

(iii) \( \gamma_X(r, s) = \gamma_X(r + t, s + t) \) for all \( r, s, \) and \( t \in \mathbb{Z} \).

The stationarity condition (iii) is often given in the form,

\[
\text{Cov}(X_{t+h}, X_t) = \gamma_X(h),
\]

emphasizing the independence of \( t \). When it is clear what the underlying process is, we will write \( \gamma(h) \) instead of \( \gamma_X(h) \).

Example 9.1.1  (i) White noise is a stationary sequence \( Z_t \) such that \( EZ_t = 0 \) and \( \gamma(h) = \sigma^2 \cdot \delta_h \); in notation, \( Z_t \sim \mathcal{N}(0, \sigma^2) \).

(ii) The moving average MA(q) process, defined as

\[
X_t = Z_t + \theta_1 Z_{t-1} + \theta_2 Z_{t-2} + \cdots + \theta_q Z_{t-q}, \quad Z_t \sim \mathcal{N}(0, \sigma^2),
\]

has autocovariance function

\[
\gamma(h) = \left\{ \begin{array}{ll}
\sigma^2 \sum_{j=0}^{q-|h|} \theta_j \theta_{j+|h|}, & |h| \leq q \\
0, & |h| > q.
\end{array} \right.
\]  

(iii) The autoregressive AR(1) process, \( X_t - \phi X_{t-1} = Z_t, \ Z_t \sim \mathcal{N}(0, \sigma^2) \), has autocovariance function
\[ \gamma(h) = \sigma^2 \frac{\delta|h|}{1 - \delta^2} \]  \hspace{1cm} (9.3)

For more on time series and random processes in general we direct the reader to the monographs of Brockwell and Davis [39], Priestley [346], and West and Harrison [455], among others.

9.2 WAVELETS AND STATIONARY PROCESSES

In this section, we present results that link continuous-time stationary random processes and wavelet methods. We consider only wavelet series and discrete wavelet transformations; for continuous wavelet decompositions we direct the reader to Averkamp and Houdré [20], Cambanis and Houdré [56], and Cambanis and Masry [57].

9.2.1 Wavelet Transformations of Stationary Processes

Let \( X(t) \) be a second order stationary process with autocorrelation function \( \gamma(t, s) \). The discrete wavelet transformation of \( X(t) \) is a discrete random field

\[
\{d_{jk}, j, k \in \mathbb{Z}\} = \left\{ \int_{\mathbb{R}} X(t)\psi_{jk}(t) \, dt, j, k \in \mathbb{Z} \right\}, \hspace{1cm} (9.4)
\]

which is well defined if the path integrals in (9.4) are defined and

\[
\int_{\mathbb{R}} \sqrt{\gamma(t, t)} |\psi_{jk}(t)| \, dt < \infty. \hspace{1cm} (9.5)
\]

Thus, when (9.5) is satisfied

\[ Ed_{jk}d_{j'k'} = \int_{\mathbb{R}^2} \gamma(t, s)\psi_{jk}(t)\psi_{j'k'}(s) \, dt \, ds. \]

The following lemma is straightforward. Its versions can be found in many papers; see for example: [349],[19], [56], and [247].

**Lemma 9.2.1** Let \( X(t), t \in \mathbb{R} \) be a weakly stationary process. For \( l, n \in \mathbb{Z} \) and \( j \geq l \), the random sequence \( \{d_{j,2^{j-l}k+n}, k \in \mathbb{Z}\} \) is weakly stationary as well.

Simply speaking, any level in a wavelet transformation of a stationary random process (or sequence) is a stationary sequence. The converse, may not be true. For
example,

\[ X(t) = \sum_k Z_k \psi(t - k), \]

where the \( Z_k \) are uniform \( \mathcal{U}(-1, 1) \), is a well-defined process of second order but not necessarily stationary. The corresponding levels in the wavelet decomposition of \( X(t) \) are clearly stationary since they are either all zeroes or \( Z_k \), \( k \in \mathbb{Z} \) (the level corresponding to \( W_0 \)). Also see Exercise 9.3.

The following result is from Averkamp and Houdré [18].

**Theorem 9.2.1** [18] Let \( X(t) \) be a second order stationary process for which \( \gamma(t, s) \) is bounded and continuous in \( \mathbb{R}^2 \). Let \( d_{jk} \) be defined for all \( j, k \). Then, \( \{d_{jk}, \ k \in \mathbb{Z}\} \) is weakly stationary iff \( X(t) \) is weakly stationary.

The condition of boundedness of \( \gamma(t, s) \) can be dropped if the wavelet basis is compactly supported.

### 9.2.2 Whitening of Stationary Processes

Let \( X(t), \ t \in \mathbb{R} \) be a stationary process and let \( X_m(t) \) be its projection on the multiresolution subspace \( V_m \), i.e.,

\[ X_m(t) = \sum_k c_{mk} \phi_{mk}(t), \quad (9.6) \]

with \( c_{mk} = \int X(t) \phi_{mk}(t) \, dt \). If the wavelet \( \phi \) is \( r \)-regular,

\[ E(X(t) - X_m(t))^2 \to 0 \text{ when } m \to \infty. \quad (9.7) \]

Indeed, since

\[ E(X(t) - X_m(t))^2 = EX(t)^2 - 2EX(t)X_m(t) + EX_m(t)^2 \]
\[ = \gamma(0) - 2 \int \gamma(t - s)\mathbb{V}_m(t, s) \, ds \]
\[ + \int \int \gamma(u - s)\mathbb{V}_m(s,t)\mathbb{V}_m(t,u) \, du \, ds \]

and
\[
\int \gamma(u-s)K_m(t,s) \, ds \to \gamma(u-t),
\]
uniformly on bounded sets, (9.7) is implied.

The informal statement “Wavelets whiten data” can be formalized if the data on input have a stationary dependence structure. Let

\[
X_m(t) = \sum_{j=-\infty}^{m-1} \sum_k d_{jk} \psi_{jk}(t),
\]
be an equivalent representation of (9.6) with

\[
d_{jk} = \int_{\mathbb{R}} X(t) \psi_{jk}(t) \, dt.
\]

It is easy to see that

\[
E d_{jk} d_{j'k'} = \frac{1}{2\pi} \int_{\mathbb{R}} \hat{\gamma}(\omega) \overline{\Psi\left(\frac{\omega}{2^j}\right)} \gamma(\omega) \psi_{j'k'}(t) \, d\omega,
\]
where \(\Psi\) and \(\hat{\gamma}\) are the Fourier transformations of \(\psi\) and \(\gamma\), respectively. By further exploring (9.9), Walter [439] proved the result given in Theorem 9.2.2.

**Theorem 9.2.2** Let the wavelet basis be of Meyer-type such that both \(\Psi\) and \(\hat{\gamma}\) belong to \(\mathcal{C}^p, p > 1\). Then, the coefficients \(d_{jk}\) and \(d_{j'k'}\) defined as in (9.8)

\(i)\) Are uncorrelated if \(|j-j'| \geq 1|,

\(ii)\) Have arbitrarily small correlation if \(|j-j'| = 1,

\(iii)\) Have correlation \(O(|k-k'|^{-p})\) if the scales \(j\) and \(j'\) coincide.

Note that if the scale \(j\) is fixed, the \(d_{jk}\) form a stationary sequence; for details see discussion on page 274; see also Masry [288]. We remark that analogous results hold for \(1/f\) processes, which will be discussed in Section 9.5.

**Example 9.2.1** In this example, we simulate an AR process with \(\phi = -0.6\), apply Haar’s wavelet transformation to it, and demonstrate the whitening property of the transformation by inspecting spectral densities associated to different levels of the decomposition.

Fig. 9.1(a) shows spectral densities for the original autoregressive time series (bell-shaped line) and for the time series at the finest level of detail in the transformation (more flat, U-shaped line). Recall that the white noise process has uniform spectral
Fig. 9.1 Spectral densities for the levels in the Haar transformation of an autoregressive AR(1) process ($\phi = -0.6$). Panel (a) gives the spectral densities of the original process and the finest level of detail (more flat line). Panel (b) depicts superimposed spectral densities for “detail” processes at the first four levels.

density (Example 9.3.1). Thus, the closeness of a spectral density to the uniform distribution can be taken as a measure of closeness of the associated process to white noise. Panel (b) gives the spectral densities for the first four levels of detail.

9.2.3 Karhunen-Loève-Like Expansions

Karhunen-Loève (K-L) expansions convert continuous-time random processes to sequences of uncorrelated random variables. More formally, if $X(t), t \in [0, T]$ is a real, mean-square continuous, zero-mean process, then there exists an orthonormal system of nonrandom functions $\phi_1(t), \phi_2(t), \ldots$, and a set of uncorrelated random variables $Z_1, Z_2, \ldots$, such that

$$X(t) = \sum_i Z_i \phi_i(t),$$

where $Z_i = \int_0^T X(t)\phi_i(t) \, dt$. The functions $\phi_i(t)$ are eigenfunctions of an associated integral operator

$$(\Gamma f)(t) = \int_0^T \gamma(t, s)f(s) \, ds, \quad (9.10)$$

where $\gamma(t, s) = EX(t)X(s)$ is the autocovariance function. The K-L transformation is “energy packing.” The first $k$ coefficients, corresponding to the $k$ largest
eigenvalues of the operator (9.10) minimize the MSE among all orthogonal (unitary in the complex case) transformations. For details and related results on K-L decompositions, see Vetterli and Kovačević [419] and Walter [439].

Example 9.2.2 The Brownian bridge process, $X(t)$, defined for $t \in [0,1]$, is a zero-mean stochastic process with autocovariance function

$$
\gamma(t,s) = (t \wedge s)[1 - (t \vee s)].
$$

This process can be expressed as $X(t) = B(t) - tB(1)$, $0 \leq t \leq 1$, where $B(t)$ is a standard Brownian (Wiener) process. The eigenvalue problem

$$
(\Gamma \phi)(t) = \lambda \phi(t),
$$

where $(\Gamma \phi)(t)$ is defined in (9.10) is explicit,

$$
\lambda \phi''(t) = -\phi(t), \quad \phi(0) = \phi(1) = 0,
$$

with solutions $\lambda_n = \frac{1}{\pi n^2}$ and $\phi_n(t) = \sqrt{2} \sin(\pi nt)$, $n = 1, 2, \ldots$. Hence, $X(t) = \sum_n Z_n \cdot \sqrt{2} \sin(\pi nt)$ where $Z_n = \int_0^1 X(t) \cdot \sqrt{2} \sin(\pi nt) dt$.

Even though the K-L is an elegant theory, it has limited applicability. As a rule, it is difficult to obtain exact solutions of the eigenvalue problem (9.11). The transformation is data-dependent and approximate solutions are computationally intensive. For a discussion see Wornell [460] and Jain [215].

As we have seen in Theorem 9.2.2, wavelet transformations are approximations to K-L transformations. Even stronger results are possible. For a given (wide-sense) stationary process, one can construct a system of basis functions so that the associated coefficients are uncorrelated, a feature similar to K-L expansions. The convenient wavelet basis for such constructions are Meyer-type wavelets; see the discussion in Section 3.4.3. Unlike the standard K-L expansions, the wavelet based expansions do not require solving eigen-equations. They are applicable to time-unlimited processes as well. An additional advantage over Fourier-based approximations is that wavelet K-L-like expansions have completely uncorrelated coefficients and are more stable. Notice that, in order to construct a wavelet K-L-like expansion, one needs to know the autocovariance function in advance.

The construction described below is due to Zhang and Walter [473]. Let $\gamma(\cdot)$ be the autocovariance function of a stationary process $X(t)$ with the property $\hat{\gamma}(\omega) \neq 0$, $\omega \in \mathbb{R}$. If $\Phi(\omega)$ and $\Psi(\omega)$ are the Fourier transformations of the functions $\phi$ and $\psi$, respectively, let

$$
\hat{\theta}_0(\omega) = \Phi(\omega) \cdot [\hat{\gamma}(\omega)]^{-1/2},
$$

(9.12)
\[ \hat{\Phi}(\omega) = \Phi(\omega) \cdot [\hat{\gamma}(\omega)]^{1/2}. \] (9.13)

If \( Z_m = \int_X X(t)\theta_0(t-m) \, dt \), then \( Z_m \) and \( Z_n \) are uncorrelated whenever \( m \neq n \). Indeed,

\[
EZ_m Z_n = \int \int \gamma(t-s)\theta_0(t-m)\theta_0(s-n) \, dt \, ds
\]
\[
= \frac{1}{2\pi} \int \hat{\gamma}(\omega) |\hat{\theta}_0(\omega)|^2 e^{i\omega(n-m)} d\omega
\]
\[
= \frac{1}{2\pi} \int |\hat{\Phi}(\omega)|^2 e^{i\omega(n-m)} d\omega
\]
\[
= \int \phi(t-n)\phi(t-m) \, dt = \delta_{m,n}.
\]

Define

\[ \hat{\theta}_j(\omega) = \Phi_j(\omega) \cdot [\hat{\gamma}(\omega)]^{-1/2} \quad \text{and} \quad \hat{\Phi}_j(\omega) = \Phi_j(\omega) \cdot [\hat{\gamma}(\omega)]^{1/2}, \]

and their shifts

\[ \hat{\theta}_{jk}(\omega) = \Phi_{jk}(\omega) \cdot [\hat{\gamma}(\omega)]^{-1/2} \quad \text{and} \quad \hat{\Phi}_{jk}(\omega) = \Phi_{jk}(\omega) \cdot [\hat{\gamma}(\omega)]^{1/2}. \]

Let \( U_0 \) and \( U^0 \) be the spaces spanned by \( \{\theta_0(t-k), \, k \in \mathbb{Z}\} \) and \( \{\theta^0(t-k), \, k \in \mathbb{Z}\} \). The spaces \( U_0 \) and \( U^0 \) are the subspaces in a biorthogonal multiresolution-like analysis. In fact, there exists a pair of linear transformations \( R^{-1/2} \) and \( R^{1/2} \), so that the \( U_m = R^{-1/2}(V_m) \) and \( U^m = R^{1/2}(V_m) \), where \( V_m \) are subspaces in a standard MRA that is generated by \( \phi \).

**Lemma 9.2.2** For any \( j \), \( \{\theta_{jk}(t)\} = \{\theta_j(t - 2^{-j}k)\} \) is a Riesz basis of \( U_m \), and \( \{\theta^j(t)\} = \{\theta^j(t - 2^{-j}k)\} \) is a Riesz basis of \( U^m \). The sequence of functions \( \{\theta_{jk}(t), \theta^j(t)\} \) is a biorthogonal system.

By analogy, one can define wavelet-like functions

\[ \hat{\xi}_j(\omega) = \Psi_j(\omega)(\hat{\gamma}(\omega))^{-1/2} \quad \text{and} \quad \hat{\Phi}_j(\omega) = \Psi_j(\omega)(\hat{\gamma}(\omega))^{1/2}, \]

and their translated versions
\[ \hat{\xi}_{jk}(\omega) = \Psi_{jk}(\omega) \cdot [\gamma(\omega)]^{-1/2} \quad \text{and} \quad \hat{\xi}^j_k(\omega) = \Psi_{jk}(\omega) \cdot [\gamma(\omega)]^{1/2}, \]

which are Riesz bases of the detail-like spaces \( M_j = \mathcal{R}^{-1/2}(W_j) \) and \( M^j = \mathcal{R}^{1/2}(W_j) \); and \( \{ \xi_{jk}(t), \xi^j_k(t) \} \) are biorthogonal sequences in both \( j \) and \( k \). We say wavelet-like since the spaces \( U_j, U^j, M_j \), and \( M^j \) are not self-similar and no common analytic form of the scaling function exists (the analytic form of the scaling function depends on \( j \)).

The space \( L_2(\mathbb{R}) \) has a multiresolution-like decomposition,

\[ L_2(\mathbb{R}) = \bigoplus_{j \geq 0} M^j. \]

**Theorem 9.2.3** \([473]\). If the spectral density of \( X(t) \) is strictly positive, then there exists a K-L-like expansion

\[
X(t) = \sum_{k \in \mathbb{Z}} Z_{0,k} \delta_0(t - k) + \sum_{j \geq 0} \sum_{k \in \mathbb{Z}} Z^j_{j,k} \xi_j(t - 2^{-j} k)
\]

\[
= \sum_{j \in \mathbb{Z}} \sum_{k \in \mathbb{Z}} Z^j_{j,k} \xi_j(t - 2^{-j} k), \quad (9.14)
\]

with uncorrelated expansion coefficients

\[ Z_{0,k} = \langle X(t), \delta_0(t - k) \rangle \quad \text{and} \quad Z^j_{j,k} = \langle X(t), \xi_j(t - 2^{-j} k) \rangle. \]

Furthermore, the sums in (9.14) converge in the mean-square sense.

Generalizations to nonstationary processes with stationary increments are possible; see discussion in Zhang and Walter \([473]\) and Walter \([439]\).

### 9.3 ESTIMATION OF SPECTRAL DENSITIES

Any statistical inference involving a time series can be conducted in the time and frequency domains. The methods are complementary and provide different insights. Spectral analysis of time series and, in particular, estimation of the spectral density are indispensable tools for exploring the frequency behavior of a time series.

It is a well-known fact that a raw periodogram is an inconsistent estimator of the spectral density. To achieve consistency – smoothing of the periodogram is needed. Various kernel smoothing procedures are traditional solutions. Wavelet shrinkage methods have been applied to the spectral density estimation in work by Gao \([164, 165]\), Lumeau et al. \([269]\), Moulin \([302]\), Moulin, O’Sullivan, and Snyder.
The idea of using wavelets in smoothing log-periodograms was announced in Donoho [120]. In this section, we will describe Gao’s method only. Gao [165] proposes a threshold that ensures that the reconstructed log-spectrum is as nearly noise-free as possible. In addition to enhancing the visual appearance of the estimator, the noise-free character leads to attractive theoretical properties over a wide range of smoothness assumptions.

An absolutely summable complex-valued function $f$ defined on the integers is the autocovariance function of a stationary process if and only if

$$f(k) = \frac{1}{2\pi} \sum_{t=-\infty}^{\infty} \gamma(t)e^{-i\omega t} \geq 0, \text{ for all } \omega \in [-\pi, \pi].$$

The function $f(\omega)$ is called the spectral density associated with $f$.

**Example 9.3.1**

(i) The white noise process $WN(0, \sigma^2)$ has a uniform spectral density $f(\omega) = \frac{\sigma^2}{2\pi}$.

(ii) The moving average MA(1) process, defined as $X_t = Z_t + \theta Z_{t-1}$, $Z_t \sim WN(0, \sigma^2)$, has the spectral density $f(\omega) = \frac{\sigma^2}{2\pi}(1 + 2\theta \cos \omega + \theta^2)$.

(iii) The autoregressive AR(1) process, $X_t - \phi X_{t-1} = Z_t$, $Z_t \sim WN(0, \sigma^2)$, has the spectral density $f(\omega) = \frac{\sigma^2}{2\pi}(1 - 2\phi \cos \omega + \phi^2)^{-1}$.

A statistic used as a raw estimator of the spectral density is the periodogram.

**Definition 9.3.1** The periodogram $I(\omega)$, based on the sample $X_0, \ldots, X_T$ and defined at the Fourier frequencies $\omega_j = \frac{2\pi j}{T}$, $j = 0, 1, \ldots, [T/2]$, is

$$I(\omega_j) = \frac{1}{2\pi T} \left| \sum_{t=0}^{T-1} X_t e^{-i\omega_j t} \right|^2.$$

For any set of frequencies $\omega_1, \omega_2, \ldots, \omega_n$ such that $0 \leq \omega_1 < \cdots < \omega_n < \pi$, the $I(\omega_i)$ are asymptotically independent exponential random variables with means $2\pi f(\omega_i)$, where $f$ is the spectral density. The periodogram is not a consistent estimator of $2\pi f(\omega)$ since its variance does not go to 0 when the sample size increases.

Smoothing the periodogram will not only help in extracting significant frequencies, but smoothed periodograms can also be consistent estimators of $f$. For a standard theory, see Brockwell and Davis [39] (page 351).

**9.3.1 Gao’s Algorithm**

Let $X_0, X_1, \ldots, X_{2T-1}$, $T = 2^n$ be the observed time series. Gao’s algorithm for spectral density estimation consists of four steps.
1. Calculate the log-periodogram

\[ z_\ell = \log I(\omega_\ell), \ \ell = 0, 1, \ldots, T - 1, \]

at the frequencies \( \omega_\ell = \frac{2\pi \ell}{2T} \), where \( I(\omega) = \frac{1}{2\pi} \cdot \frac{1}{2T} \sum_{t=0}^{2T-1} X_t e^{-i\omega t} \).

2. Take a standard periodic wavelet transformation of \( z_\ell \) and obtain the empirical wavelet coefficients \( d_{jk}, j = 0, 1, \ldots, m - 1; \ k = 0, \ldots, 2^j - 1 \).

3. Apply the soft-thresholding rule \( \delta^s(x, \lambda) \), with threshold \( \lambda \) depending on \( T \) and the level \( j \) in the following way:
   
   (a) If the resolution levels are fine (\( j = m - 1, m - 2, \ldots \)) then select the threshold

   \[ \lambda_{j,T} = \alpha_j \log T. \tag{9.16} \]

   The values of \( \alpha_j \), for some commonly used bases, such as COIF, DAUB, SYMM, and some selected \( T = 2^m \), are tabulated below.

<table>
<thead>
<tr>
<th>level ( j )</th>
<th>( \alpha_j )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( m - 1 )</td>
<td>1.29</td>
</tr>
<tr>
<td>( m - 2 )</td>
<td>1.09</td>
</tr>
<tr>
<td>( m - 3 )</td>
<td>0.92</td>
</tr>
<tr>
<td>( m - 4 )</td>
<td>0.77</td>
</tr>
<tr>
<td>( m - 5 )</td>
<td>0.65</td>
</tr>
</tbody>
</table>

   (b) If the resolution is coarse, i.e., if \( j \ll m - 1 \), then use

   \[ \lambda_T = \sqrt{2\log T \cdot \pi^2 / 6} = \frac{\pi}{\sqrt{3}} \sqrt{\log T}. \tag{9.17} \]

4. Take the inverse wavelet transformation and obtain the estimator \( g_\ell \) of the log-spectrum at the Fourier frequencies \( \omega_\ell \).

The threshold justification is based on Wahba’s log-periodogram representation (Wahba, [432]),

\[ z_\ell = g_\ell + \epsilon_\ell, \ \ell = 0, 1, \ldots, T - 1. \tag{9.18} \]

where \( g_\ell \) is the log-spectrum and \( \epsilon_\ell \approx \log(\eta_\ell/2) + \gamma \); \( \eta_\ell \) are independent random variables, distributed as \( \chi^2_2 \), and \( \gamma \approx 0.57721 \) is the Euler-Mascheroni constant. Note
that for the frequency $\omega = 0$, $I(0) \sim \chi_1^2$. When $T$ is large the distributional deviation of $I(0)$ can be ignored. Since $E\epsilon_t = 0$ and $\text{Var}\epsilon_t = \frac{\pi^2}{6}$, the threshold (9.17) is justified by an asymptotic normality argument.

For the fine levels, the asymptotic normality does not hold since the coefficients are obtained by only a few filtering operations on the empirical wavelet coefficients. The noise at fine levels has non-Gaussian character and careful analysis is needed for its suppression. The threshold in (9.16) is a result of such an analysis.

The need for level-dependent thresholds are justified by the results in Theorem 9.3.1.

**Theorem 9.3.1** [164] Under Wahba’s approximation model for log periodograms (9.18),

$$P(\cup_j \sup_k [d_{jk} - E(d_{jk})] > \lambda_{j,T}) \to 0, \ T \to \infty. \quad (9.19)$$

If, in addition, the supports of the wavelets are compact, for the finest level $j = m-1$,

$$P(\sup_k [d_{m-1,k} - E(d_{m-1,k})] > \sqrt{2\log T}) \to 1, \ T \to \infty. \quad (9.20)$$

The statement (9.19) guarantees that thresholds are set high so that the noise is eliminated with high probability. The statement (9.20) has the following interpretation. The large coefficients in the finest level of detail (associated with the spikes in the periodogram) surpass the threshold with high probability. Similar results hold for levels $j = m-2, m-3$, etc.

In Example 9.3.2 we apply Gao’s method on Wolf’s sunspot data set and compare the result to a standard smoothing procedure.

**Example 9.3.2** (Wolf’s sunspot numbers)

In 1848, the Swiss astronomer, Johann Rudolph Wolf, introduced a daily measurement of “sunspots.” His method, which is still in use today, counts the total number of spots visible on the face of the Sun and the number of groups into which they cluster, because neither quantity alone satisfactorily measures sunspot activity. An observer computes a daily sunspot number by multiplying the number of groups he sees by 10 and then adding this product to his total count of individual spots. Results, however, vary greatly, since the measurement strongly depends on the observer’s interpretation and experience and on the stability of the Earth’s atmosphere above the observing site. The use of Earth as a platform from which to record these numbers additionally contributes to their variability because the Sun rotates and the evolving spot groups are distributed unevenly across solar longitudes. To compensate for these limitations, each daily international number is computed as a weighted average of measurements made from a network of cooperating observatories.
Fig. 9.2  (a) Wolf’s sunspot numbers.  (b) Raw periodogram. The units spectra are in decibels.  (c) The estimator based on the Yule-Walker autoregressive fit.  (d) Gao’s method.
Fig. 9.2(a) depicts a time series of Wolf’s sunspot numbers dating back to the 1750s. Fig. 9.2(b) gives a raw periodogram with the variable spectra measured in decibels (dB). The two estimators of the spectra, the Yule-Walker autoregressive fit and Gao’s wavelet method, are given in Fig. 9.2, panels (c) and (d), respectively.

The large sample minimax optimality of wavelet-smoothed periodograms (not log-periodograms) is discussed in Gao [164]. To obtain an estimator based on a sample $X_0, X_1, \ldots, X_{n-1}$, periodized Meyer wavelets and thresholds $\lambda_{j,n} = c_j \log n$ are utilized. The resulting estimators have near-optimal $L_2$-convergence rates over scales of Besov spaces.

If the spectral density belongs to the Besov ball $B_{pq}^r(C)$, for $p \geq 1$ and $\sigma > \frac{1}{p}$, and if the threshold is

$$\lambda_n = \frac{2 \log n}{\sqrt{n}},$$

then the shrinkage estimator based on $\delta^*(\cdot, \lambda_n)$ satisfies

$$\sup_{f \in B_{pq}^r(C)} E[|\hat{f} - f|_2^2] \leq C_1 (\log n)^2 n^{-2\sigma/(2\sigma + 1)},$$

(9.21)

where $C_1$ depends only on $\sigma, p, q,$ and $C$.

The rate in (9.21) is nearly optimal, i.e., there is a constant $C_2$ such that

$$\inf_{f} \sup_{f \in B_{pq}^r(C)} E[|\hat{f} - f|_2^2] \geq C_2 \cdot n^{-2\sigma/(2\sigma + 1)} \cdot (1 + o(1)).$$

The classical methods of smoothing the periodogram (window method, AR approximation, etc.) can only achieve the rate $r' = \frac{\sigma + (1/p - 1/2)}{\sigma + 1/2 + (1/p - 1/2)}$, which is optimal for the linear procedure, see Donoho and Johnstone [130]. It is easy to check that $2\sigma/(2\sigma + 1) \geq r'$, with strict inequality when $p < 2$.

### 9.3.2 Non-Gaussian Stationary Processes

For possibly non-Gaussian wide-sense stationary processes, Neumann [313] considered wavelet smoothing a tapered periodogram,

$$I_T(\omega) = \frac{1}{2\pi H_2 T} \left| \sum_{t=0}^{T-1} h(t/T) X_t e^{-it\omega} \right|^2.$$
where \( h(t) : [0, 1] \mapsto [0, 1] \) is a sufficiently smooth window function and \( H_{k,T} = \sum_{t=0}^{T-1} h(t/T) \) is a normalizing factor, such that \( H_{2,T} \sim T \). One example of an appropriate window function is the Hanning window, defined as \( h(u) = \frac{1}{2}(1 - \cos(2\pi u)) \), if \( u \in [0, \frac{1}{2}] \), and \( h(u) = h(1 - u) \), if \( u \in [\frac{1}{2}, 1] \).

The spectral density is defined on \( [-\pi, \pi] \) and it is convenient to define a wavelet basis constrained to that interval, by periodizing an arbitrary wavelet basis (see Section 5.6). Define

\[
\phi_{j_0, k}(t) = \sum_n \frac{1}{\sqrt{2\pi}} \phi_{j_0, k} \left( \frac{t}{2\pi} + n \right),
\]

\[
\psi_{j_k}(t) = \sum_n \frac{1}{\sqrt{2\pi}} \psi_{j_k} \left( \frac{t}{2\pi} + n \right).
\]

The spectral density now has the representation

\[
f(\omega) = \sum_k \alpha_{j_0, k} \phi_{j_0, k}(t) + \sum_{j \geq j_0} \sum_k \alpha_{j_k} \psi_{j_k}(t).
\]

As in density estimation, one defines the empirical counterparts of \( \alpha_{j_k} \) via

\[
\hat{\alpha}_{j_k} = \int I_T(\omega) \psi_{j_k}^*(\omega) d\omega,
\]

with \( \hat{\alpha}_{j_0, k} \) defined analogously.

Under mild regularity conditions on the wavelet basis, taper function and function \( f \), Neumann proved that

\[
(i) \quad E\hat{\alpha}_{j_k} = \alpha_{j_k} + O(2^{j/2} T^{-1} \log T),
\]

\[
(ii) \quad \text{Var}\hat{\alpha}_{j_k} = \frac{2\pi H_{A,T}}{(H_{2,T})^2} \int_{-\pi}^{\pi} \psi_{j_k}(\alpha)[\psi_{j_k}(\alpha) + \psi_{j_k}(-\alpha)] |f(\omega)|^2 d\alpha \\
+ o(T^{-1}) + O(T^{-1} 2^{-j}).
\]

For a restricted set of indices \( \{j, k\} \), \( I = \{(j, k) : 2^j < CT^{1-\alpha}, 0 \leq k < 2^j \} \) where \( C \) and \( 0 < \alpha < \frac{1}{3} \) are fixed constants, the asymptotic normality of \( \hat{\alpha}_{j_k} \) is established, which, in turn, provides a basis for threshold determination.

Based on the asymptotic normality of \( \hat{\alpha}_{j_k} \), it can be demonstrated that hard or soft thresholding estimators \( \hat{f} \) achieve optimal, up to a logarithmic factor, minimax convergence rates for spectral densities of bounded variation belonging to \( B^{1/2}_{p,q} \) \((p \geq 1, \sigma > \frac{1}{p} \text{ or } \sigma, p > 1)\).

The rate obtained by Neumann is comparable to (9.21), but the price for non-
normality is paid by the restriction to thresholding of certain levels only and by analytically more complicated asymptotic arguments.

Neumann and von Sachs [316] apply wavelet methods in estimating time-dependent spectrum in locally stationary time series as introduced by Dahlhaus [99]. The authors show that minimax rates are attained by the coordinate-wise thresholding of a bivariate wavelet expansion based on a tensor product. See also Donoho, Mallat, and von Sachs [134], Flandrin [152], Krim and Pesquet [247], and von Sachs [429].

9.4 WAVELET SPECTRUM

In this section, we provide some results about a wavelet decomposition of a stationary random process that parallel a time-localized Cramér (Fourier) spectral representation. We provide a time/scale instead of a time-frequency decomposition and, hence, instead of thinking as scale in terms of “inverse frequency” we start from genuine time/scale building blocks or atoms.

We present several results of Chiann and Morettin [73] connected with stationary processes only. The best one can do for stationary processes is already contained in the classical Cramér spectral representation. However, the results of Chiann and Morettin provide another point of view to a frequency/scale analysis of a time series.

The wavelet-based counterparts of spectral tools are most useful in applications to non-stationary time series.

Using a class of locally stationary wavelet processes, a doubly indexed array of processes \( \{X_t,T\}_{t=1}^{\cdots,T} \), \( T \geq 1 \), the theory for the estimation of the “evolutionary wavelet spectrum” was developed in a series of papers by Nason, von Sachs, and Kroisandt [312], and von Sachs, Nason, and Kroisandt [430, 431]. This evolutionary wavelet spectrum measures the local power in the variance-covariance decomposition of the process \( \{X_t,T\} \) at a certain scale and a (rescaled) time location. It is possible to estimate the evolutionary wavelet spectrum by means of a wavelet periodogram or scalogram; in other words the squared coefficients from a discrete or stationary wavelet transform.

A detailed treatment of these novel techniques for locally stationary processes is beyond the scope of this book.

9.4.1 Wavelet Spectrum of a Stationary Time Series

Let \( \{X_t, t = 0, \pm 1, \pm 2, \ldots\} \) be a discrete time, zero-mean, second-order stationary time series. Let \( \gamma_h = EX_tX_{t+h} \) be the autocovariance function of \( X_t \). Assume that we observed \( X_0, X_1, \ldots, X_{T-1} \), where \( T = 2^m \), for \( m \) integer.

Under the assumption
Chiann and Morettin [73] propose the following definition of a wavelet-based spectrum:

**Definition 9.4.1** [73] The wavelet spectrum of \( X_t \) at the node \((j, k)\), with respect to the wavelet \( \psi \), is defined to be

\[
\eta_{jk}(\psi) = \sum_{u \in \mathbb{Z}} \gamma(u) \Psi_{jk}(u), \quad j, k \in \mathbb{Z},
\]

(9.22)

where

\[
\Psi_{jk}(u) = \sum_{t=0}^{\infty} \psi_{jk}(t) \psi_{jk}(t + |u|)
\]

is the wavelet autocorrelation function at the node \((j, k)\).

If assumption [A] holds, then \( \eta_{jk}(\psi) \) is a bounded, non-negative function. Let

\[
I_{jk}(\psi) = \left( \sum_{t=0}^{T-1} X_t \psi_{jk}(t) \right)^2
\]

be the second-order wavelet periodogram based on the values \( X_0, X_1, \ldots, X_{T-1} \).

The expected value of \( I_{jk}(\psi) \) is

\[
EI_{jk}(\psi) = \sum_{t=0}^{T-1} \sum_{s=0}^{T-1} E X_t X_s \psi_{jk}(t) \psi_{jk}(s)
\]

\[
= \sum_{t=0}^{T-1} \sum_{s=0}^{T-1} \gamma(t - s) \psi_{jk}(t) \psi_{jk}(s)
\]

\[
= \sum_{u=-|T-1|}^{T-1} \gamma(u) \sum_{t=0}^{T-1-|u|} \psi_{jk}(t) \psi_{jk}(t + |u|).
\]

Thus, when \( T \to \infty \),

\[
EI_{jk}(\psi) \to \eta_{jk}(\psi), \quad (9.23)
\]
and $l_{jk}^{(v)}$ is asymptotically unbiased.

Let $d_{jk}^{(v)} = \sum_{t=0}^{T-1} X_t \psi_{jk}$. Then $E d_{jk}^{(v)} = 0$ and

$$
\text{Var}(d_{jk}^{(v)}) = \sum_{t=0}^{T-1} \sum_{s=0}^{T-1} \gamma(t-s) \psi_{jk}(t) \psi_{jk}(s)
$$

$$
= \sum_{t=-(T-1)}^{T-1} \gamma(|u|) \sum_{t=0}^{T-1} \psi_{jk}(t) \psi_{jk}(t+|u|).
$$

If [A] holds, $\text{Var} d_{jk}^{(v)} \to n_{jk}^{(v)}$, $T \to \infty$.

**Remark 9.4.1** The multilinear and dependence description properties of cummulants allow an analytic derivation of various characteristics of empirical wavelet coefficients, particularly sample distributions. Brillinger [38] gives several applications of cummulants in wavelet asymptotic. See also Neumann [313], and Neumann and von Sachs [315]. We give the definition of multivariate cummulants needed for the exposition that follows:

Let $M(z_1, \ldots, z_n) = E \exp\{ z_1 X_1 + \cdots + z_n X_n \}$ be the moment generating function of $(X_1, \ldots, X_n)$. Here

$$
EX_1^{k_1} \cdots X_n^{k_n} = \left. \frac{\partial^{k_1}}{\partial z_1^{k_1}} \cdots \frac{\partial^{k_n}}{\partial z_n^{k_n}} \right|_{z_1=0} \cdots \left. \frac{\partial^{k_n}}{\partial z_n^{k_n}} \right|_{z_n=0} M(z_1, \ldots, z_n).
$$

$$
M(z_1, \ldots, z_n) = \exp \left\{ \sum_{i=1}^{\infty} \sum_{(m)} u_i(x) \cdot \frac{z_1^{m_1} \cdots z_n^{m_n}}{m_1! \cdots m_n!} \right\},
$$

where $(m)$ indicates $\sum_{k=1}^{n} m_k = i$ and $x$ in $u_i(x)$ consists of $m_1$ indices $X_1$, $m_2$ indices $X_2$, etc.

For example,

$$
\text{Cum}(X_1) = u_1(X_1) = EX_1,
$$
$$
\text{Cum}(X_1, X_2) = u_2(X_1, X_2) = E(X_1 X_2) - EX_1 EX_2,
$$
$$
\text{Cum}(X_1, X_2, X_3) = u_3(X_1, X_2, X_3) = E(X_1 X_2 X_3) - EX_1 E(X_2 X_3) - EX_2 E(X_1 X_3) + EX_3 E(X_1 X_2) + 2EX_1 EX_2 EX_3,
$$

etc.

Let $u_1, u_2, \ldots, u_{k-1} = 0, 1, \ldots$, and let $k > 1$. Let $C(u_1, \ldots, u_{k-1}) =$
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Assume

\[
[B] \sum_{u_1} \ldots \sum_{u_{k-1}} |u_j| |C(u_1, \ldots, u_{k-1})| < \infty.
\]

Let

\[
\eta(j,j',k,k') = \sum_{u \in \mathbb{Z}} \sum_{t=0}^\infty \gamma(u) \psi_{j,k}(t + |u| \mathbf{1}(u > 0)) \psi_{j',k'}(t + |u| \mathbf{1}(u \leq 0)), \quad j, j', k, k' \in \mathbb{Z},
\]

be the wavelet-cross spectrum or asymptotic covariance of the wavelet transform (as in [73]).

If assumption [B] holds,

\[
\text{Cov}(I_{j,k}, I_{j',k'}) = 2\eta(j,j',k,k')^2 + O(1), \quad (9.24)
\]

when \( T \to \infty \). In particular, when \( j = j' \) and \( k = k' \) we get the variance

\[
\text{Var}(I_{j,k}) = 2\eta_{j,k}^2 + O(1). \quad (9.25)
\]

Relations (9.24) and (9.25) show that the wavelet periodogram is not consistent.

### 9.4.2 Scalogram and Periodicities

The wavelet periodogram gives the energy content at each node \((j, k)\). We may be interested in the level-wise distribution of energies. Define the scalogram (or scalegram) at scale \( j \) as

\[
S(j) = \sum_k d_{j,k}^2 = \sum_k I_{j,k}, \quad j = 0, 1, \ldots, m.
\]

For some applications, see Scargle [368].

When assumptions [A] and [B] hold,
\[ ES(j) = \eta_{j^*} + O(T^{-1}), \]
\[ \text{Cov}(S(j), S(j')) = 2 \sum_{k} \sum_{k'} [\eta_{(j, j'), (k, k')}^2] + O(1), \]

where \( \eta_{j^*} = \sum_k \eta_{jk} \) is the wavelet energy associated with the scale \( j \). Recall that the Fourier periodogram \( I(\omega) = \frac{1}{2\pi T} \sum_{t=0}^{T-1} |X(t)e^{-i\omega t}|^2 \) has, for each frequency \(-\pi < \omega < \pi, \ \omega \neq 0\), an asymptotic \( f(\omega) \sim \chi^2 \) distribution.

The wavelet periodogram \( I_{jk} \) is an asymptotically \( \chi^2 \) random variable. Indeed, this follows from the fact that \( d_{jk} \) has an asymptotic \( N(0,\eta_{jk}) \) distribution. Hence, the confidence intervals for \( \eta_{jk} \) can be constructed the same way as for \( f(\omega) \).

Now \( S(j) \) is an asymptotically \( a \chi^2 \) random variable with

\[ a \approx \left( \sum_k \sum_{k'} \eta_{(j, j'), (k, k')} \right)^2 / \eta_{j^*}, \]
\[ b \approx (\eta_{j^*})^2 / \left( \sum_k \sum_{k'} \eta_{(j, j'), (k, k')} \right)^2. \]

Some other important interplays between wavelets and time series can be found in Carmona and Wang [65], Cohen and Ryan [87], Mallat [277], Morettin [298, 299], Percival [335], Percival and Walden [338], and Priestley [347].

### 9.5 LONG-MEMORY PROCESSES

Many economic and physical phenomena are well modeled by “long-memory” or “1/f” random processes. Such processes have power spectra that are represented by straight lines in the log-scale log-power coordinates, at least over several decades of frequency.

Examples of such a process are the Fractional Brownian Motion (fBm) and Fractional Gaussian noise (fGn) processes. Several researchers explored the connection between fBm, as an exemplary long-memory process, and wavelets. The reader interested in more detailed accounts on the topic and in techniques and proofs of the results cited below is directed to Abry, Gonçalves, and Flandrin [5], Flandrin [154], McCoy [289], and Wornell [461].

#### 9.5.1 Wavelets and Fractional Brownian Motion

Fractional Brownian motion processes offer a convenient tool for modeling non-stationary stochastic phenomena with long-term dependencies and 1/f-type spectral behavior over wide ranges of frequencies. Due to the nonstationary nature of these...
processes, the precise meaning of their spectra remains generally unclear.

Statistical self-similarity (self-affinity) is an essential feature of \( fBm \), and wavelets are especially apt for both analysis and synthesis of such processes. The standard time-frequency analysis of \( fBm \) processes emphasizes time-averaged measurements as an answer to the nonstationary nature of the process. Wavelet methods are complementary. They emphasize the self-similar nature of \( fBm \) processes and partition such nonstationary process to stationary component-subprocesses associated with discretized levels of scaling.

We start with the definition of \( fBm \) and some associated notions.

**Definition 9.5.1** Fractional Brownian motion (\( fBm \)) is a Gaussian, zero-mean nonstationary process, \( B_H(t) \), indexed by a parameter \( H \) (Hurst exponent, \( 0 < H < 1 \)), such that

\[
B_H(t) = 0 \\
B_H(t + h) - B_H(t) \sim N(0, \sigma_H^2 |h|^{2H}).
\]

It follows that the autocovariance function is

\[
E(B_H(t) \cdot B_H(s)) = \frac{\sigma_H^2}{2} (|t|^{2H} + |s|^{2H} - |t - s|^{2H}), \quad (9.26)
\]

where

\[
\sigma_H^2 = \text{Var}B_H(1) = \Gamma(1 - 2H) \frac{\cos(\pi H)}{\pi H}.
\]

Since the process is non-stationary (\( \gamma(t, s) \) is not a function of \(|t - s| \) only), it has no spectrum in the usual sense. However, one can define an average spectrum (or pseudo-spectrum) of \( B_H(t) \) as

\[
f(\omega) = \frac{\sigma_H^2}{|\omega|^{2H+1}}.
\]

The \( fBm \) process is self-similar, i.e., \( B_H(at) \overset{d}{=} a^H B_H(t) \). Simply speaking, the graph \((t, B_H(t))\) remains statistically unchanged if the axes are simultaneously scaled by \( a \) and \( a^H \), respectively.

The paths of the process are also “space-filling.” Their Hausdorff dimension \( D \) is connected with the Hurst exponent, \( D = 2 - H \).

**Example 9.5.1** Standard Brownian motion corresponds to the \( fBm \) process with \( H = \frac{1}{2} \).
We saw that the \( fBm \) process is not stationary; however, its increments form a zero-mean stationary Gaussian process known as fractional Gaussian noise, \( fGn \).

**Definition 9.5.2** Let \( B_H(t) \) be a fractional Brownian motion of exponent \( H \). The fractional Gaussian noise is defined as

\[
G_{H,h}(t) = \frac{B_H(t + h) - B_H(t)}{h}.
\]

(9.27)

For large lags, \( \tau \gg h \), the autocovariance function \( \gamma_G_{H,h}(\tau) = E(G_{H,h}(t + \tau) \cdot G_{H,h}(t)) \) behaves like \( \sigma^2 H (2H - 1) \tau^{2H-2} \). The associated spectral density \( f_{G_{H,h}}(\omega) \) behaves like \( |\omega|^{1-2H}, \) \( 0 < |\omega| \ll 1/h \). If \( t \) is an integer and \( h = 1 \) in (9.27) we obtain the discrete fractional Gaussian noise (\( dfGn \)). It is a zero mean, stationary sequence with autocorrelation

\[
\gamma(k) = \frac{\sigma^2}{2} (|k + 1|^{2H} + |k - 1|^{2H} - 2|k|^{2H}).
\]

The following result is from Kaplan and Kuo [226]. Let \( d_{jk} \) be the detail coefficients in Haar’s wavelet transformation of \( X(k) = B_H(k + 1) - B_H(k) \). Then, for a fixed scale \( j \),

(a) the variance of \( d_{jk} \) is

\[
\text{Var}(d_{jk}) = \sigma^2 2^{\alpha(j-1)}(2 - 2^{\alpha}),
\]

where \( \alpha = 2H - 1 \),

(b) the autocorrelation \( \gamma(k-l) \) of \( d_{jk} \) decays like \( O(|k-l|^{2H-2}) \), for all \( k \) and \( l \) such that \( |k - l| > 1 \).

For an excellent general overview of \( fBm \) processes we direct the reader to Beran [26, 28]. Continuous wavelet transformations of \( fBm \) can be found in Flandrin [151], Wornell and Oppenheim [462], and Wornell [461]. See also Benassi [24] and Kaplan and Kuo [226] for a discussion of \( fGn \).

### 9.5.2 Estimating Spectral Exponents in Self-Similar Processes

Phenomena in many fields (economics, geophysics, hydrology, medicine, etc.) can be successfully modeled by long-memory processes, and estimation of the associated spectral exponent \( \alpha \) is crucial. For some phenomena, such as turbulence (see Section 11.5), theoretical power-laws hold and researchers are able to test the compliance of statistical models with the theory. Some general references on a spectral exponent estimation include Beran [26, 27, 28], Geweke and Porter-Hudak [174], and Smith [382].
We saw that the $fBm$ process has a pseudo-spectrum of the form $f(\omega) \propto |\omega|^{-(2H+1)}$. The exponent $-(2H+1)$ can be associated with a negative slope in the log-log plot of $f(\omega)$. Fig. 9.3 compares the exponents for turbulence measurements and the matching ($H = \frac{1}{2}$) $fBm$ process. Random processes for which the spectral density $f(\omega)$ behaves like $|\omega|^{-\alpha}$ for $\omega$ close to 0, can be classified as “blue noise” if $\alpha < 0$, or as “red noise” if $\alpha > 0$.

The time/scale approach allows an unbiased estimation of the spectral exponent $\alpha$; and one can interpret this result in terms of matched tilings of the time-frequency plane.

Abry, Gonçalves, and Flandrin [5] derive explicitly the probability density function of the estimated value of $\alpha$. From this analysis they find that there exists an optimum number of scales to use in a discrete wavelet scheme for obtaining a minimum variance estimator, and that an improved procedure can be designed by making use of weighted least-squares in the estimation.

A standard estimator for the power spectrum density $f(\omega)$ is Welch’s estimator, see Welch [454]. For a stationary process $\{X(t), 0 \leq t \leq T\}$, Welch’s estimator is given by

$$
\hat{f}_1(\omega) = \frac{1}{N} \sum_{n=1}^{N} \left| \int_0^T X(t) w(t-\tau) \cdot e^{-i2\pi\omega\tau} dt \right|^2,
$$

with $w(t)$ as an arbitrary weight function (of “duration” $\theta$) and with time instances \{\tau_n, n = 1, \ldots, N\}.

In analogy with the standard periodogram, Welch’s estimator is asymptotically unbiased, inconsistent, and for $\omega_1 \neq \omega_2$, $\hat{f}_1(\omega_1)$ and $\hat{f}_1(\omega_2)$ are asymptotically uncorrelated.

The estimator in (9.28) is biased since $E\hat{f}_1(\omega) = \int f(\varphi)|W_\varphi(\omega-\varphi)|^2 d\varphi$, where $W_\varphi$ is the Fourier transformation of $w_\theta$, and the bias is convolutive. The variance $\text{Var}\hat{f}_1(\omega)$ is approximately $\frac{1}{N} |f(\omega)|^2$, and its minimization increases the bias in $f_1(\omega)$.

The scalogram, $\hat{f}_2(\omega_j) = \frac{1}{N_j} \sum_{k=1}^{N_j} d_{jk}^2$, as a wavelet counterpart of (9.28) is still biased, but the bias is no longer frequency-dependent.

For instance, for an $fBm$ with spectral exponent $\alpha$,

$$
E\hat{f}_2(\omega) = \sigma^2 |\omega|^{-\alpha} \cdot \int \left| \frac{\varphi}{\omega_\phi} \right|^{-\alpha} |\Psi(\varphi)|^2 d\varphi,
$$

where $\omega_\phi$ and $\Psi(\varphi)$ depend on the wavelet basis and not on $\omega$. Thus, the slope in the log-log plot of $E\hat{f}_2(\omega)$ is exactly $-\alpha$.

The following result from Abry, Gonçalves, and Flandrin [5] describes some
Fig. 9.3  (a) Simulated fractional Brownian motion with the exponent $H = 1/3$. (b) Autocorrelation function showing slow decay. (c) Autocorrelation function of the finest level in Haar’s decomposition of the original $fBm(1/3)$ series. (d) The power law and the Kolmogorov-Obukhov slope $-5/3$. 
asymptotic properties of the wavelet-based estimator of \( \alpha \).

Let \( N_j \) be the number of wavelet coefficients in the level \( j \) associated with time series \( \{X(t), t = 1, \ldots, N\} \), and let \( \delta_j = \frac{1}{N_j} \sum_{k=1}^{N_j} \left( \frac{d_{jk}}{\sigma_j} \right)^2 \), where \( \sigma_j^2 = E d_{jk}^2 \). Let \( \eta_j = \log_2 \delta_j \). Then,

(i) \( \eta_j \) is asymptotically normal, when \( \sum N_j \to \infty \).

(ii) \( \hat{\alpha}(J) \) is linear fit of \( \left( j, \eta_j \right) \), \( j = 1, \ldots, J \), i.e.,

\[
\hat{\alpha}(J) = \frac{J \sum_{j=1}^{J} j \eta_j - \sum_{j=1}^{J} j \sum_{j=1}^{J} \eta_j}{J \sum_{j=1}^{J} j^2 - (\sum_{j=1}^{J} j)^2}.
\]

The asymptotic distribution (when the \( N_j \)'s are large and \( N = 2^J N_j \)) gives

\[
E \hat{\alpha}(J)^2 = \frac{144}{N \ln^2 2} \cdot \frac{2^J \cdot (J^2 - 6J + 17) - (J^2 + 6J + 17)}{J^2(2^J - 1)^2},
\]

which provides a vehicle for selecting the number of levels \( J \) which minimizes the asymptotic variance.

Abry, Gonçalves, and Flandrin [5] also suggest a modification of \( \hat{\alpha}(J) \) by a weighted estimator of the regression slope for which the variance approaches the Cramer-Rao bound. McCoy and Walden [290] suggest an iterative procedure for estimating \( \alpha \) and \( \sigma^2 \) based on maximum likelihood. See also Percival and Bruce [336] for estimation of long memory processes with missing data.

Some pre-wavelet methods for estimating \( \alpha \) for long-memory processes were suggested by Geweke and Porter-Hudak [174] and Smith [381].

### 9.5.3 Quantifying the Whitening Property of Wavelet Transformations for fBm Processes

The discrete wavelet transformation of an \( fBm \) process is defined in the standard way as

\[
d_{jk} = \langle B_H(x), \psi_{jk}(x) \rangle, \tag{9.30}
\]

and at each scale \( j \) the sequence \( d_{jk}, k \in \mathbb{Z} \) forms a sequence of random variables.

Consider \( E(d_{jk}d_{j'k'}) \). Flandrin [153] shows that

\[
E(d_{jk}d_{j'k'}) = C \cdot 2^{-j(2H+1)} \int_{-\infty}^{\infty} \frac{|\Psi(\omega)|^2}{|\omega|^{2H+1}} e^{i2\pi(n-j') \omega} \, d\omega.
\]
The asymptotic correlation structure in the detail coefficients is governed by the behavior of

\[ \frac{|\Psi(\omega)|^2}{|\omega|^{2H+1}} \]  \hspace{1cm} (9.31)

at the origin, see page 129 in Flandrin [153]. \( \Psi(\omega) \) in (9.31) is the Fourier transformation of the wavelet \( \psi \). When the decomposing wavelet possesses \( R \) vanishing moments, (9.31) behaves like \( |\omega|^{2[H-R]-1} \). This corresponds to a perfect decorrelation if and only if \( R = H + \frac{1}{2} \), which is the case for Brownian motion \([fBm(1/2)]\) and the Haar’s wavelet.

If \( R \neq H + \frac{1}{2} \) the coefficients \( d_{j,k} \) and \( d_{j,k'} \) are correlated, but their correlations decay like \( O\left(\frac{|2^{-j}(k-k')|^{2[H-R]}}{|2^{-j}(k-k')|} \right) \) when \( |2^{-j}(k-k')| \to \infty \). For related discussions see Tewfik and Kim [400] and Abry, Veitch, and Flandrin [7].

Applications of \( fBm \) processes to Internet traffic data can be found in Abry and Veitch [6]. The authors propose an estimator for the Hurst exponent, which is unbiased under very general conditions and efficient under the assumption of normality.

9.6 DISCUSSION AND REFERENCES

Basseville et al. [22] proposed stochastic models indexed by nodes on lattices or trees in which different depths in the tree or lattice correspond to different spatial scales in representing data. This perspective then leads directly to the proposal of several classes of dynamic models and related notions of multiscale stationarity in which scale plays the role of a time-like variable. Dijkerman and Mazumdar [118] propose multiresolution stochastic models of the discrete wavelet coefficients as approximations to the original time process. Their models are simple due to the strong decorrelation of the wavelet transform. Experiments show that these models significantly improve the approximation in comparison with the often-used assumption that the wavelet coefficients are completely uncorrelated. For a Bayesian approach in modeling \( 1/f \) processes by utilizing stationary wavelets, see Nowak [317]. Nonparametric estimation of variance of a diffusion is addressed in Genon-Catalot, Laredo, and Picard [170, 171]. Wavelet applications in threshold autoregressive models are addressed in Li and Xie [262]. For wavelet-based detection of hidden periodicities, see Li and Xie [261]. For additional readings on the interplay of wavelets and time series the reader is directed to monographs by Percival and Walden [338] and Carmona, Hwang and Torrésani [64].
9.7 EXERCISES

9.1. Derive the autocovariance functions of the MA(q) and AR(1) stationary time series, (9.2) and (9.3). [Hint: Express AR(1) as an MA(\infty) process. What condition is needed on \phi so that a stationary solution is L_2 convergent and depends only on the “past”, \{Z_s, s \leq t\}?]

9.2. Prove that \theta_0(t) and \theta_1(t) as defined by their Fourier transformations in (9.12) and (9.13), satisfy \int \theta_0(t - k)\theta_1(t - l) dt = \delta_{k,l}.

9.3. [439] A process X(t) is called wide-sense cyclostationary if \text{EX}(t + 1) = \text{EX}(t) and \gamma_X(t + 1, s + 1) = \gamma_X(t, s).

Let
\[ X(t) = \sum_n c_n \phi(t - n), \quad (9.32) \]
where \( c_n \) is a stationary random sequence and \( \phi \) is a scaling function.

(a) Prove that the process \( X(t) \) is cyclostationary.

(b) Let \( c_n \) in (9.32) be the white noise sequence. Show that \( \gamma(t, s) = \mathbb{R}(t, s) \), where \( \mathbb{R}(t, s) \) is the standard wavelet-based reproducing kernel of the multiresolution subspace \( V_0 \), as in (6.6).

(c) Consider a cyclostationary process \( X(t) \) that randomly takes values \( 1 \) or \( -1 \) on intervals \( n - 1 < t < n, n \in \mathbb{Z} \).

Prove that \( X(t) \) has the representation (9.32), identify \( \phi \), and demonstrate that the \( c_n \) are uncorrelated.

9.4. Can \( \hat{\theta}_0(\omega) \) in (9.12) be defined simply as \( \hat{\gamma}(\omega)^{-1/2} \)? What happens in that case if \( \gamma(h) = e^{-|h|} \)?

9.5. If \( \omega_j \) is any Fourier frequency, show that \( I(\omega_j) = \frac{1}{2\pi} \sum_{|k| \leq T - 1} \hat{\gamma}(k)e^{-ih\omega_j} \), where \( \hat{\gamma}(k) = \frac{1}{T} \sum_{t=0}^{T-1} (X_{t+k} - m)(X_t - m), k > 0 \). Notice the similarity with (9.15).

9.6. Let \( B \) be the backward time-shift operator, defined as \( B^j X_t = X_{t-j} \). Prove that the \( k \)-times differenced fractional Brownian motion \( fBm(\eta) \) process,

\[ Y_t = (1 - B)^k X_t, \]
is a zero-mean process with autocovariance function
\[ \gamma(h) = \frac{\sigma^2}{2} \sum_{i=0}^{2k} (-1)^{k+i-1} \binom{2k}{i} |h + (k - i)|^{2\eta}. \]
9.7. Let $X_t, t = 1, \ldots, n = 2^J$ be a stationary process and let $d^J$ be its wavelet transformation.

(a) Prove that the finest level of detail (see the representation 4.6), $d_{J-1} = \sum_{n \in \mathbb{Z}} g_n X_{2t+n}$, is a stationary sequence with autocovariance function

$$\gamma_{d_{J-1}}(h) = \sum_{k,l=-\infty}^{\infty} g_0 g_l \gamma_X(2h + k - l).$$

(b) Let $f_X$ be the spectral density of $X_t$. Prove that the finest level of detail $d_{J-1}$ has the spectral density

$$f_{d_{J-1}}(\omega) = \left| m_1 \left( \frac{\omega}{2} \right) \right|^2 f_X \left( \frac{\omega}{2} \right) + \left| m_1 \left( \pi - \frac{\omega}{2} \right) \right|^2 f_X \left( \pi - \frac{\omega}{2} \right).$$

where $m_1(\omega)$ is the high-pass wavelet transfer function given by (3.27).

(c) Refer to Example 9.2.1. Find and plot the autocovariance functions and the spectral densities for the three finest levels of detail in Haar’s transformation of an autoregressive AR(1) process with $\phi = 0.4$. Discuss the “whitening property” by inspecting the shapes of the obtained spectral densities.

9.8. Show that from the definition of fractional Gaussian noise, page 292, it follows that $G_{H,t}(t) \sim \mathcal{N}(0, \sigma^2_t h^{2H-2})$.

9.9. Prove that if $X(t)$ is a Brownian bridge process, the random variables $Z_n = f_0^1 X(t) \cdot \sqrt{2} \sin \pi n t \, dt$ (coefficients in K-L expansion), are uncorrelated.

9.10. Let $X_t = \epsilon_t - \beta \epsilon_{t-1}$ be an MA(1) process, with $\epsilon_t \sim \mathcal{N}(0, \sigma^2)$. Prove that for Haar’s filter:

$$h_{Jk}^{(e)} = \{ \gamma(0) 2^j 1[j > 0, k \equiv 0 \pmod{2^j}] + \gamma(0) 1[j \leq 0] + 2\gamma(1) (1 - 3 \cdot 2^j) 1[j \leq 0] \} \cdot 1(k \geq 0).$$

9.11. Simplify the estimator $\hat{\alpha}(J)$ given by (9.29).

9.12. Let $B(t)$ be a fractional Brownian motion with Hurst exponent $H$.

(a) Find $\text{Var}[B(k+p) - B(k)]$.

(b) Generate a discrete sample path of the $fBm$ process with Hurst exponent $H = \frac{1}{5}$. 
In this chapter, we give an overview of wavelet decompositions with random coefficients. We discuss two topics in greater detail: (i) random variables whose densities are squares of functions from an orthonormal wavelet basis, and (ii) the use of wavelet transformations to generate random densities. The first topic is based on the fact that elements of an orthonormal basis have $L_2$-norm equal to 1, and the second topic relies on Parseval’s identity, see Theorem 2.2.2 (iii).

### 10.1 SCALING FUNCTION AS A DENSITY

The following result adapted from Janssen [216] states that except in the Haar case, a scaling function cannot be a density, even though $\int \phi(x)dx = 1$.

**Theorem 10.1.1** [216] Let $\phi$ be a scaling function that corresponds to an orthogonal multiresolution analysis. Except for the Haar wavelet, $\phi$ can not be a probability density.

**Proof:** Assume that $\phi$ is a probability density. Then, all $h_n$ in $\mathbb{A}$ are non-negative because

$$h_n = \int \sqrt{2} \phi (2x - n) \phi(x) dx = \sqrt{2}E \phi(2X - n) \geq 0.$$  

From the relations
we conclude

\[ \sum_{n \text{ even}} h_n = \sum_{n \text{ odd}} h_n = \frac{1}{\sqrt{2}} \]

Since \( \sum_n h_n^2 = 1 \) and \( h_n \geq 0 \), the sums \( \sum_{n \text{ even}} \) and \( \sum_{n \text{ odd}} \) must contain a single element each.

It is possible to construct biorthogonal bases whose primary scaling functions are densities. One such construction is applied in density estimation; see the discussion on page 229 and Walter and Shen [444].

### 10.2 WAVELET-BASED RANDOM VARIABLES

A class of probability densities can be obtained by squaring functions from any orthonormal basis of \( L_2 \). For example, all squared basis functions from the Haar and Walsh bases are scaled uniform densities.

Let \( \phi \) and \( \psi \) be the scaling and wavelet functions generated by an orthonormal multiresolution analysis. The functions \( \phi^2(x) \) and \( \psi^2(x) \) are probability densities, nonnegative with an integral of one. Panels (a) and (c) in Fig. 10.1 depict densities corresponding to the DAUB2 scaling and wavelet functions, respectively. Panels (b) and (d) give the corresponding cumulative distribution functions. The scaling equations (3.10) and (3.26) that recursively connect \( \phi(x) \) and \( \psi(x) \) with \( \phi(2x - k) \), \( k \in \mathbb{Z} \), are a basis for an algorithm for finding moments. Villemoes [427], and independently Shann and Yan [373], derived a recursive relation based on the scaling equations and their result is given in Theorem 10.2.1. Closely related results can be found in Dahmen and Micchelli [100]. We also give an exact expression for the first moment \( \int x \psi^2(x) \, dx \) with a nice proof provided by Yanyuan Ma [270].

We first give the necessary definitions and the result of Villemoes. The exposition is similar to Shann and Yan [373].

The generalized moments of \( \phi(x) \) are defined by

\[ \mu_{k,t} = \int_{\mathbb{R}} x^k \phi(x) \phi(x - t) \, dx. \quad (10.1) \]

**Theorem 10.2.1** ([427]) Let \( T = 2N - 2 \), where \( N \) is the number of vanishing
moments for the wavelet function under consideration.

The vector \( \mu_k = (\mu_{k,t}), \ |t| \leq T, \) is a solution of the system

\[
(I - \frac{1}{2^k} A)\mu_k = b_k ,
\]

where

\[
A_{ij} = \sum_n h_n h_{n+i-2j} , \quad -T \leq i, j \leq T
\]

is the transition matrix (or Lawton’s matrix, see [253] or Daubechies [104] page 189). The vector \( b_k \) has components

\[
b_{k,t} = \frac{1}{2^k} \sum_n \sum_l h_n h_l \sum_{j=1}^k \binom{k}{j} n^j \mu_{k-j,l-n+2t} , \quad -T \leq t \leq T.
\]

Proof:

\[
\mu_{k,t} = \int x^k \phi(x) \phi(x-t) \, dx
\]

\[
= \int x^k \sqrt{2} \sum_n h_n \phi(2x-n) \sqrt{2} \sum_l h_l \phi(2x-2t-l) \, dx
\]

\[
= 2 \int x^k \sum_n \sum_l h_n h_l \phi(2x-n) \phi(2x-2t-l) \, dx.
\]

If \( N \) is the number of vanishing moments, then the DAUBN scaling function is supported on \([0, 2N-1]\). Also, \(-2N-2 \leq t \leq 2N-2 = T\). Making the change of variables \(2x - n = y; \ x = \frac{y+n}{2}; \ dx = \frac{dy}{2}\), one gets

\[
\mu_{k,t} = 2 \int \left( \frac{y+n}{2} \right)^k \sum_n \sum_l h_n h_l \phi(y) \phi(y+n-2t-l) \frac{dy}{2}
\]

\[
= \sum_n \sum_l h_n h_l \int \left( \frac{y+n}{2} \right)^k \phi(y) \phi(y - (2l+n)) \, dy.
\]

The ranges of the indices \( n \) and \( l \) are
Fig. 10.1  Densities and corresponding cumulative distribution functions for squares of the DAUB2 scaling and wavelet functions.
Fig. 10.2 Plots of the transition matrix [panel (a)] and its eigenvalues for $N = 10$ [panel (b)]. Asymptotically, the matrix $A$ will have eigenvalues $1, \frac{1}{2}, \frac{1}{4}, \ldots, \frac{1}{2^k}, \ldots$.

$$0 \leq n \leq T + 1$$

$$(n - T - 2t) \lor 0 \leq l \leq (n + T - 2t) \land (T + 1),$$

where $a \lor b (a \land b)$ is the maximum (minimum) of $a$ and $b$.

Finally,

$$\mu_{k,t} = \sum_n \sum_l h_n h_l \frac{1}{2^k} \sum_{i=0}^k \int_{\mathbb{R}} \binom{k}{i} y^i n^{k-i} \phi(y) \phi(y - (2t + l - n)) \, dy$$

$$= \sum_n \sum_l h_n h_l \frac{1}{2^k} \sum_{i=0}^k n^{k-i} \binom{k}{k-i} \mu_{i,2t+l-n}$$

$$= \sum_n \sum_l h_n h_l \frac{1}{2^k} \mu_{k,l-n+2t} + \sum_n \sum_l h_n h_l \frac{1}{2^k} \sum_{j=1}^k n^j \binom{k}{j} \mu_{k-j,l-n+2t}.$$
One can write this equation in matrix form

\[
(I - \frac{1}{2^k} A) \cdot \eta_t = \hat{b}_t,
\]

where \( \mu \) is a vector of dimension \( 2T + 1 \) given by

\[
\mu_k = (\mu_{k,-T}, \mu_{k,-T+1}, \ldots, \mu_{k,0}, \ldots, \mu_{k,T})',
\]

and

\[
\hat{b}_t = (b_{-T}, b_{-T+1}, \ldots, b_T)',
\]

is a vector with components

\[
b_t = \frac{1}{2^k} \sum_n \sum_l h_n h_l \sum_{j=1}^k n^j \binom{k}{j} \mu_{k-j, t-n+2j}, \quad -T \leq t \leq T;
\]

also

\[
A = (a_{ij}),
\]

\[
a_{ij} = \sum_n h_n h_{n+i-2j}, \quad -T \leq i, j \leq T,
\]

is the transition matrix. Panel (a) in Fig. 10.2 gives a plot of the transition matrix \( A \) corresponding to \( N = 10 \). Panel (b) gives the eigenvalues of \( A \). Note that 1 is always the only eigenvalue of \( A \), which is one of Lawton’s conditions for the orthogonality of \( \{ \phi(x-n), n \in \mathbb{Z} \} \). See also Strang and Nguyen [387].

The values \( \mu_{k,0} \) are of interest to us since they represent the moments of the random variable with the density \( \phi^2(x) \). The numbers in Table 10.12 are obtained by solving the matrix equation (10.2) for different values of \( N \). The recursion starts with \( \mu_{0,t} = \delta(t) \).

Once the generalized moments \( \mu_{k,t} \) are known, one can find the corresponding generalized moments defined by the wavelet \( \psi(x) \) by using the scaling equations (3.26). The following corollary makes this precise.

**Corollary 10.2.1** Let

\[
\xi_{k,t} = \int_{\mathbb{R}} x^n \psi(x) \psi(x-t) \, dx.
\]
Table 10.12  Expectations and variances of random variables with densities $\phi^2(x)$ from Daubechies’ family.

<table>
<thead>
<tr>
<th></th>
<th>MEAN $\mu_{1,0}$</th>
<th>VARIANCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>DAUB1</td>
<td>0.5</td>
<td>0.08333</td>
</tr>
<tr>
<td>DAUB2</td>
<td>0.770948</td>
<td>0.097718</td>
</tr>
<tr>
<td>DAUB3</td>
<td>1.022422</td>
<td>0.132056</td>
</tr>
<tr>
<td>DAUB4</td>
<td>1.266408</td>
<td>0.172921</td>
</tr>
<tr>
<td>DAUB5</td>
<td>1.506244</td>
<td>0.219200</td>
</tr>
<tr>
<td>DAUB6</td>
<td>1.743334</td>
<td>0.270688</td>
</tr>
<tr>
<td>DAUB7</td>
<td>1.978412</td>
<td>0.327253</td>
</tr>
<tr>
<td>DAUB8</td>
<td>2.211921</td>
<td>0.388751</td>
</tr>
<tr>
<td>DAUB9</td>
<td>2.444157</td>
<td>0.455041</td>
</tr>
<tr>
<td>DAUB10</td>
<td>2.675332</td>
<td>0.525993</td>
</tr>
</tbody>
</table>

Then,

$$\xi_{k,t} = \frac{1}{2k} \sum_{n,l=-T}^{1} g_n g_t \sum_{r=0}^{k} n^{k-r} \binom{k}{r} \mu_{r,2t+l-n}. \quad (10.4)$$

Though the general relation (10.4) provides an effective way to calculate any moment $\xi_{k,0}$, it requires pre-calculation of many generalized moments $\mu_{k,t}$. A surprisingly simple result holds for the mean $\xi_{1,0}$.

The following result has been first proved by Villemoes [427], and independently proved by Ma, Strang and Vidakovic [270]. See also Exercise 10.3.

**Theorem 10.2.2**  The mean $\xi_{1,0} = \int x \phi^2(x) dx$ is at the center of the support of $\psi(x)$.

**Proof:** [270] We will place the support of $\phi(x)$ and $\psi(x)$ on $[0, 2N-1]$. This comes with choosing $g_k = (-1)^k h_{2N-1-k}$. The choice $g_k = (-1)^k h_{1-k}$ moves the support of $\psi$ to $[1 - N, N]$. Then the mean of $\psi^2$ moves to the new center point $\xi_{1,0} = \frac{1}{2}$.

Let $H_0(z) = \sum_{i=0}^{2N-1} h_i z^i$, where the $h_i$ are the low-pass filter coefficients from (3.10). The polynomial $P(z) = H_0(z)H_0(z^{-1}) = \sum_{n=-2N+1}^{2N-1} p_n z^n$ is called halfband because of the requirements for orthogonality (see Strang and Nguyen [387] and the footnote on page 55).

The coefficients

$$p_i = \sum_k h_k h_{k+i}$$
We first prove that
\[ p_i = \delta(i) \quad \text{and} \quad p_{-i} = p_i. \tag{10.5} \]

Let \( g_k = (-1)^k h_{2N-1-k} \) be the coefficients of the high-pass filter corresponding to the low-pass filter \( h \). Then,
\[ p_i = \sum_k h_k h_{k+i} = (-1)^i \sum_k g_k g_{k+i}. \tag{10.7} \]

The relation of \( \sum_i i g_i^2 \) to \( \sum_i i h_i^2 \) is straightforward:
\[
\sum_i i g_i^2 = \sum_i i h_i^2 = (2N - 1) h_{2N-1-i}^2 - \sum_i (2N-1-i) h_{2N-1-i}^2 = 2N - 1 - \sum_i i h_i^2. \tag{10.8}
\]

By imitating the steps in (10.6), we obtain
\[
\xi_{1,0} = \frac{1}{2} \sum_i (-1)^i p_i \mu_{1,i} + \frac{1}{2} \sum_i i g_i^2.
\]

From (10.6) we express \( \frac{1}{2} \sum_i i h_i^2 \) as \( \mu_{1,0} - \frac{1}{2} \sum_i p_i \mu_{1,i} \). Then, (10.5), (10.7), and (10.8) imply that the first moment falls halfway along the support:
Example 10.2.1 Let $f$ be a density and let $g = \sqrt{f}$ have the representation

$$g = \sum_{j,k} d_{jk} \psi_{jk}(x),$$

(10.9)

in some fixed wavelet basis. Then, any density $f(x)$ can be decomposed into two components, $f_1(x) + f_2(x)$, where $f_1(x)$ is a mixture of wavelet densities and is a density itself, and $f_2(x)$ is a “detail function” that integrates to 0.

The above statement follows from the wavelet representation of the square root of the density $f$.

$$f(x) = f_1(x) + f_2(x) = \sum_{j,k} d_{jk}^2 \psi_{jk}^2(x) + \sum_{j,k} \sum_{j',k'} d_{jk} d_{j'k'} \psi_{jk}(x) \psi_{j'k'}(x).$$

If $(J, K)$ is a pair of integer-valued random variables with joint distribution

$$P(J = j, K = k) = d_{jk}^2, \ j, k \in \mathbb{Z},$$

(10.10)

where the $d_{jk}$s are as in (10.9), and if $X_{jk}$ has the density $\psi_{jk}^2(x)$, then $X_{JK}$ has the density $f_1(x)$.

Also,

$$EX_{JK} = E(E(X_{JK} | J, K)) = \sum_{jk} EX_{jk} d_{jk} = \sum_{jk} 2^{-j} \left(k + \frac{1}{2}\right) d_{jk}.$$
10.3 RANDOM DENSITIES VIA WAVELETS

In this section, we first give some background on random densities represented as orthogonal series, and provide an algorithm for generating wavelet-based random densities. We discuss the properties of random densities and explain how to generate random densities from some common families of densities. The idea of representing a probability density function as an orthogonal series dates back to 1962 when Čencov published his seminal work [66]. Rubin and Chen [68, 355] first used Čencov’s orthogonal decompositions to generate random densities. Their idea relies on Parseval’s identity.

Let \( f = g \) be a complete orthonormal basis for \( L^2(D) \), \( D \subseteq \mathbb{R} \). Then, any \( L^2(D) \) function \( g \) may be uniquely represented as \( g(x) = \sum a_i \psi_i(x) \). Moreover, Parseval’s identity states that the \( L^2 \) norm of \( g \) coincides with the \( \ell^2 \) norm of its Fourier coefficients. Assume now that this \( \ell^2 \) norm is 1. Then

\[
1 = \sum a_i^2 = \int g^2(x) dx.
\]

Because \( f = g^2 \) is non-negative and integrates to 1, \( f \) is a density. We next provide a formal definition of a random density.

**Definition 10.3.1** A wavelet based random density \( f(x) \) generated by the wavelet \( \psi \) is defined by 
\[
f(x) = \left( \sum_{j,k \in \mathbb{Z}} d_{jk} \psi_{jk}(x) \right)^2,
\]
where the coefficients \( d_{jk} \) are random variables satisfying the constraint \( \sum_{jk} d_{jk}^2 = 1 \).

We restrict our attention throughout the rest of the chapter to generating random densities with compact support, which, without loss of generality, will be the interval \([0,1]\). To this end, one may choose as an appropriate basis the family of periodized wavelets \( \{ \phi_0^{per}, \psi_j^{per}, j \geq 0, 0 \leq k \leq 2^j - 1 \} \) as discussed in the previous chapter. Related constructions can be found in Basseville et al. [22], in the context of stochastic processes indexed by nodes on lattices or trees in wavelet decompositions of signals and images.

10.3.1 Tree Algorithm

The following algorithm, which generates a random density is a modification of an algorithm proposed by Vidakovic [421] and Rios and Vidakovic [209].

Let \( p \) be a fixed number between 0 and 1 and let \( X_{jk} \) be a family of i.i.d. Bernoulli(\( p \)) random variables. Let \( r_{jk}(p) \) be a random sign defined as

\[
r_{jk}(p) = 2X_{jk} - 1.
\]
Fig. 10.3 Tree with \( \{v_{00}, u_{jk}, j \geq 0, k = 0, \ldots, 2^j - 1\} \).

Let \( \mathcal{T} = \{v_{00}, u_{jk}, j = 0, 1, \ldots; k = 0, 1, \ldots, 2^j - 1\} \) be a family of i.i.d. random variables on \([0,1]\). We additionally assume that \( P(u = 1) < 1 \), for \( u \in \mathcal{T} \). The family \( \mathcal{T} \) will be called a tree. Indices \( j \) in the tree \( \mathcal{T} \) correspond to levels of detail in the wavelet representation. The random variable \( v_{00} \) is in the root of the tree; \( u_{00} \) is on level zero, \( u_{10} \) and \( u_{11} \) are on level one, and so on. At each node \((j, k)\), we identify a unique path (set of nodes) leading from \( v_{00} \) to \( u_{jk} \), which we designate as \( \text{path}(j, k) \). For example, \( \text{path}(3, 5) \) emphasized in Figure 10.3 is \((00), (11), \) and \((22)\).

**Lemma 10.3.1** Given the tree \( \mathcal{T} \) and random signs \( r_{jk} \), the random variables

\[
\begin{align*}
    c_{00} &= r'_{00}(p) \sqrt{v_{00}}, \\
    d_{00} &= r''_{00}(p) \sqrt{(1 - v_{00})(1 - u_{00})}, \\
    d_{jk} &= r_{jk}(p) \sqrt{\frac{(1 - v_{00})(1 - u_{jk})}{2^j}} \prod_{\mathcal{J} \neq \mathcal{K} \in \text{path}(j, k)} u_{jk}^{-1} 
\end{align*}
\]

(10.11)

satisfy
\[ c_{00}^2 + \sum_{j \geq 0} \sum_{k = 0}^{2^j - 1} d_{j,k}^2 = 1. \quad \text{a.s.} \quad (10.12) \]

All finite products in the left-hand side of (10.12) cancel. The proof is completed by utilizing this result: Let \( \{ u_n \} \) be a sequence of i.i.d. random variables on \([0,1]\) such that \( P(u_1 = 1) < 1 \). Then,

\[ \prod_{i=1}^{n} u_i \to 0, \quad \text{a.s.} \]

as \( n \to \infty \). Indeed, the product \( \prod_{i=1}^{n} u_i \) is a nonnegative supermartingale. From the Chebyshev inequality, it converges to 0 in probability and therefore it converges to 0 a.s.

### 10.4 PROPERTIES OF WAVELET-BASED RANDOM DENSITIES

Once the wavelet basis is selected, the algorithm in Lemma 10.3.1 describes the construction of a random density.

**Theorem 10.4.1** Let \( f(x) = \left[ c_{00} + \sum_{j \geq 0} \sum_{0 \leq k \leq 2^j - 1} d_{j,k} \psi_{j,k}^{\text{per}}(x) \right]^2 \), with coefficients defined as in Lemma 10.3.1. Then

\[ \int f(x) \, dx = 1, \quad \text{a.s.} \]

The proof of this result, which justifies the term *random density*, follows directly from Lemma 10.3.1.

Fig. 10.4 depicts a random density on \([0,1]\), generated by uniform \( U[0,0.7] \) random variables from \( T \), utilizing the DAUB10 family of wavelets.

We now compute the expectation of the constructed random density.

**Theorem 10.4.2** Let \( \lambda \) be the expectation of the random variables \( u_{j,k} \). For any periodized wavelet basis \( \{ \mathbf{1}(0 \leq x \leq 1), \psi_{j,k}(x), j \geq 0, 0 \leq k \leq 2^j - 1 \} \) on \([0,1]\) and for \( p = \frac{1}{2} \), one has

\[ E[f(x)] = \lambda + (1 - \lambda)^2 \sum_{j \geq 0} \left( \frac{\lambda}{2} \right)^j \sum_k \psi_{j,k}^2(x). \quad (10.13) \]
PROPERTIES OF WAVELET-BASED RANDOM DENSITIES

An example of a random density on $[0, 1]$. The random variables from $T$ are uniform $[0, 0.7]$. The wavelet basis used is DAUB10.

**Proof:** The theorem follows by Fubini’s theorem, independence of random signs, the identities $Ec_{00}^2 = \lambda; Ed_{j_k}^2 = (1 - \lambda)^2 \left( \frac{\lambda}{2} \right)^j$, and the zero-expectation property of random signs.

In general, the function $\sum_k \psi^2_{j,k}(x)$ has no a finite form and further simplification of expression (10.13) is impossible. The only exception is the Haar basis for which we can find the expectation of $f$ explicitly.

**Corollary 10.4.1** For the Haar basis and $p = \frac{1}{2}$,

$$E_{\mathbf{f}}(x) = \mathbf{1}(x \in [0, 1]).$$

For the Haar wavelet, we have $\sum_{k=0}^{2^{-j}} \psi^2_{j,k}(x) = 2^j \mathbf{1}(x \in [0, 1])$. Then,

$$E_{\mathbf{f}}(x) = \left[ \lambda + (1 - \lambda)^2 \sum_{j \geq 0} \lambda^j \mathbf{1}(x \in [0, 1]) = \mathbf{1}(x \in [0, 1]). \quad (10.14) \right.$$

In other words, the expected value of the random density $\mathbf{f}$, based on Haar’s basis, is uniform on $[0,1]$ and is independent of the distribution of the random variables in $T$.

Next we consider the moments of random variables with the random densities. Denote by

$$\xi_{l}^{j,k} = \int_0^1 x^j \psi_{j,k}^2(x) \, dx,$$
the $l$th moment of a random variable with density $\psi_{j,k}^2(x)$.

Let $M_l = \int_0^1 x^l f(x) \, dx$. Then, from (10.13) and (10.14)

$$EM_l = \frac{\lambda}{l+1} + (1-\lambda)^2 \sum_{j \geq 0} \left( \frac{\lambda}{2} \right)^j \sum_{k=0}^{2^j-1} \xi_{jk},$$

and for the Haar basis,

$$EM_l = \frac{1}{l+1}.$$

### 10.5 RANDOM DENSITIES WITH CONSTRAINTS

For modeling purposes, it is of interest to generate random densities that satisfy some constraints. Most typical are requirements on the smoothness, symmetry, unimodality, and skewness. We give procedures that transform general random densities to constrained ones. We emphasize that such procedures are not unique and the reader may invent his own transformation leading to a class of constrained densities.

#### 10.5.1 Smoothness Constraints

As unconditional bases for important smoothness spaces, wavelets provide natural building blocks in describing smooth functions.

According to Meyer’s results, the magnitudes of random variables $\{c_{00}, d_{jk}\}$ from Lemma 10.3.1 affect the global regularity of random densities. The following result connects the expectation of random variables in $T$ with the regularity of the generated density. We assume that the wavelet $\psi$ comes from a $\beta$-regular multiresolution analysis ($\beta \geq \alpha$).

**Theorem 10.5.1** [421] Let the random density $f$ be generated (in the sense of Lemma 10.3.1) by a sequence of i.i.d. random variables $\{u_{jk}\}$ such that $Eu_{jk} = \lambda$. Then, $f \in C^\alpha([0,1])$, $\alpha = \frac{1}{2} \log_2 \frac{1}{\xi}$, with probability 1.

#### 10.5.2 Constraints on Symmetry

To generate random symmetric densities on $[-1, 1]$, one can mix an already generated random density on $[0,1]$ with the random sign $r(1/2)$. 
Lemma 10.5.1 Let $X$ be a random variable with a random density. Then, the random variable $S = r(0.5) \cdot X$ has a symmetric random density.

Fig. 10.5(b) gives a symmetric density obtained by symmetrizing the random density from Fig. 10.5(a).

10.5.3 Constraints on Modality

Any symmetric, unimodal distribution can be represented as a mixture of uniformly distributed random variables. The result (attributed to Feller, the proof can be found in [116]) states

Proposition 1 Let $X$ be a symmetric unimodal random variable on $(-m, m)$, with $0 < m \leq \infty$. Then, $X$ can be represented as the product $UZ$, where $U$ is uniform on $[-1, 1]$ and $Z$ is a random variable on $[0, m)$. The mixing random variable $Z$ is uniquely defined (up to $\frac{Z}{z}$) and independent of $U$. If $Z$ has density $g(z)$ and $X$ has density $f(x)$, then

$$f(x) = \int_{|x|}^{\infty} \frac{g(z)}{2z} \, dz. \quad (10.15)$$

The relation (10.15) suggests a procedure for generating symmetric unimodal random densities. One first generates unconstrained random densities and then mixes the uniforms according to them, as in (10.15).

10.5.4 Skewed Random Densities

In many cases of Bayesian inference, prior knowledge about the parameter of interest suggests skewed densities. For example, suppose that the parameter space is truncated
(it is of the form $\Theta = [\theta_0, 1]$, say), but the truncation point $-1 \leq \theta_0 < 1$ is unknown to the statistician. One way to incorporate this prior information about the parameter in the simulation procedure is by generating random densities on $[-1,1]$ that are skewed to the right. Other issues concerning the use of skewed densities are discussed in O’Hagan and Leonard [327], and Azzalini [21], among others.

**Lemma 10.5.2** Let $f(x)$ and $G(y)$ be the density and the cumulative distribution function of independent symmetric random variables $X$ and $Y$, respectively. Then, for any $\lambda$,

$$h(x) = 2f(x)G(\lambda x)$$  \hspace{1cm} (10.16)

is a density. The density $h$ is symmetric only if $\lambda = 0$. For $\lambda > 0(< 0)$ the density is skewed to the right (left).

**Proof:** Since $X$ and $Y$ are symmetric it follows that $1 = 2 \cdot P(Y - \lambda X \leq 0)$. The conditioning of $2P(Y - \lambda X \leq 0)$ on $X$ results in a non-negative function $2f(x)G(\lambda x)$ that integrates to 1.

Fig. 10.6 gives four different skewed densities. The plots are obtained by choosing $G$ in (10.16) to be a standard normal distribution for $\lambda = 0.2, 1, 5, 20$.

In Example 10.5.1 we provide an application of random densities in assessing $\Gamma$-minimax performance of linear estimators.

**Example 10.5.1** Minimax and $\Gamma$-minimax rules are often criticized as being overly-conservative, see Robert [353]. By generating priors from some fixed class of densities, we will compare Bayes risks with the $\Gamma$-minimax risk. In the ensuing example, we will see that Bayes risks are not substantially smaller and that the price for robustness induced by minimaxity is not unduly high.

Let $X|\theta \sim \mathcal{N}(\theta, 1)$ and let $\Gamma_{SU}[-1, 1]$ be the class of all symmetric unimodal distributions on $[-1, 1]$. The linear $\Gamma$-minimax rule for $\theta$ is $\delta^*(x) = \frac{x}{2}$ and the least favorable distribution $\pi^*$ is the uniform $[-1,1]$. The $\Gamma$-minimax risk is $r(\pi^*, \delta^*) = \frac{1}{4}$, see Vidakovic and DasGupta [424].

The linear $\Gamma$-minimax rule gives a slightly more conservative risk when compared to the Bayes risk of linear Bayes rules evaluated for randomly selected priors from the class $\Gamma_{SU}[-1,1]$. In order to illustrate this, we generated thirty symmetric unimodal priors and calculated the Bayes risks of the corresponding linear Bayes rules

$$\delta_\pi(x) = \frac{E^\pi \theta^2}{1 + E^\pi \theta^2} x.$$  

The risks are
Fig. 10.6  (a) $\lambda = 0.2$. (b) $\lambda = 1$. (c) $\lambda = 5$. (d) $\lambda = 20$. 
where, given $\xi$, $E^\pi \theta^2$ is a linear combination:

$$E^\pi \theta^2 = \xi * E^\pi \theta^2 + \frac{1}{4}(1 - \xi).$$

The expectation $E^f$ was taken with respect to a symmetric unimodal density generated by (10.15) with smoothness constraints, as in Exercise 10.8.

Simulation suggested that the Bayes risks of the linear Bayes rules are below the "$\Gamma$-minimax line" of $\frac{1}{4}$. The explanation is simple. The least favorable distribution is uniform on $[-1,1]$ and it maximizes the second moment in the class $\Gamma_{ST}[−1, 1]$. Any other random density from $\Gamma_{ST}[−1, 1]$ will produce a smaller $E\theta^2$ and consequently smaller risk (10.17).

However, our simulation shows that the $\Gamma$-minimax risk is not overly conservative and that users who use the simple linear rule $\delta^*$ are not penalized much more than the users of $\delta_\pi$. The Bayes risks are, on average, about 20% smaller than the $\Gamma$-minimax risk and often very close to it.

Conti and Lasinio [96] propose the use of wavelet-based random prior measures in regression problems. See also the related Exercise 10.4. Nason, von-Sachs, and Kroisandt [312] introduced wavelet processes, double-indexed sequences $X_{t,T} = \sum_{j,k} w_{j,k,T}^0 \xi_{j,k} \psi_{j,k}(t)$, where the $\xi_{j,k}$ are zero-mean uncorrelated random variables and the $w_{j,k,T}^0$ are appropriate weights.

### 10.6 EXERCISES

10.1. Consider the standard deviations of the wavelet random variables, $\sigma_N(X)$. Assume that the density is the square of the scaling function from the Daubechies’ family and that the corresponding wavelet has $N$ vanishing moments. Find the linear regression of $\sigma_N(X)$ on $\bar{N}$, for $2 \leq N \leq 10$ (You can use the data in Table 10.12). Calculate the residuals and comment on your findings.

10.2. By using the definition of $\mu_{k,t}$ and the orthogonality of the $\phi(x - k)$, prove $\mu_{1,t} = \mu_{1,-t}$.

10.3. [Shan, Yan, and Tzeng: personal communication] By following steps (i)-(iii), give an alternative proof of Theorem 10.2.2.

(i) Prove that $\langle x\phi(x), \psi(x) \rangle = \frac{1}{2\pi} \langle \Psi'(\omega), \Psi(\omega) \rangle$.

(ii) Show that
\[ \langle \Psi'(\omega), \Psi(\omega) \rangle = \int_0^{2\pi} m_1'(\omega) \overline{m_1(\omega)} \, d\omega + \int \left| m_1(\omega) \right|^2 \Phi'(\omega) \overline{\Phi(\omega)} \, d\omega, \]
\[ \langle \Phi'(\omega), \Phi(\omega) \rangle = \int_0^{2\pi} m_0'(\omega) \overline{m_0(\omega)} \, d\omega + \int \left| m_0(\omega) \right|^2 \Phi'(\omega) \overline{\Phi(\omega)} \, d\omega, \]
and thus,
\[ \langle \Psi'(\omega), \Psi(\omega) \rangle = \int_0^{2\pi} m_1'(\omega) \overline{m_1(\omega)} \, d\omega + \int_0^{2\pi} m_0'(\omega) \overline{m_0(\omega)} \, d\omega. \]

(iii) By using (ii) and the definition of \( m_1 \), show that
\[ \langle \Psi'(\omega), \Psi(\omega) \rangle = -i \int_0^{2\pi} \left| m_0(\omega) \right|^2 \, d\omega = -i\pi. \]

10.4. Let \( \pi(\theta) = \left( \sum_{j,k} d_{jk} \psi_{jk}(\theta) \right)^2 \) be a random prior, and let \( l(\theta) \) be a likelihood. Then the posterior \( \pi^*(\theta) \) is given by
\[ \pi^*(\theta) = \frac{\pi(\theta) l(\theta)}{m(x)} = \left( \sum p_{jk} \psi_{jk}(\theta) \right)^2, \quad (10.18) \]
where \( m(x) \) is the corresponding marginal. Show that
\[ p_{jk} = \left\langle \frac{S(\theta) \cdot \sum_{j',k'} d_{j'k'} \psi_{j'k'}(\theta), \psi_{jk}(\theta)}{C} \right\rangle \]
\[ = \frac{1}{C} \sum_{j',k'} \left[ d_{j'k'} \left\langle S(\theta) \psi_{j'k'}(\theta), \psi_{jk}(\theta) \right\rangle \right], \]
where \( S(\theta) = \sqrt{l(\theta)} \) and \( C = \sqrt{m(x)} \).

10.5. *Random sample from a random density.* Suggest an approximate procedure for generating a random sample from a random density.

10.6. Let \( \psi \) be a Daubechies’ wavelet and let \( \psi_{jk}(x) = 2^{j/2} \psi(2^j x - k) \). For \( X_{jk} \sim \psi_{jk}^2 \), show
\[ EX_{jk} = 2^{-j}(\xi_{1,0} + k). \]
10.7. Project. By mimicking the algorithm for generating univariate random densities (Section 10.3.1) propose an algorithm for generating bivariate random densities on \([0, 1] \times [0, 1]\).

10.8. Project. The symmetric unimodal random densities obtained by (10.15) usually have a spike at zero [Fig. 10.5(b)]. For instance, for the Haar basis the expected symmetric unimodal density is \(-\frac{1}{2} \log |x| \mathbb{1}(x \in [-1, 1])\), which is infinite at zero. This unbounded spike at the origin is a consequence of the fact that in a neighborhood of zero the mixing random density is not close to zero.

(a) Generate a random symmetric unimodal density that is smooth at zero.

[Hint: The mixing random density should be “tied” to 0. Let the function \(g(x)\) (the square root of the random density) be multiplied by \(x^k, \ k > \frac{1}{2}\). Let \(a = \{a_n\}\) be the wavelet coefficients of the product \(x^k g(x)\). Define the mixing distribution \(h\) as the square of the function obtained from the coefficients \(\{a_n\}\). The normalized coefficients ensure that \(h\) is a density. One such “tied” random density and resulting mixture are given in Fig. 10.7.]

(b) Even though the uniform density is symmetric and unimodal, it can never be generated with a procedure from (a). In fact, no symmetric unimodal density for which \(\mathbb{f}(-1) = \mathbb{f}(1) = C, \ 0 < C \leq 1\), can be generated in (a).

Suggest a modification of (a) so that all symmetric unimodal densities can be generated.

![Fig. 10.7](image-url) (a) Random density with the constraint \(f(0) = 0\). (b) Unimodal density smooth at zero, generated by mixing uniforms by the density from panel (a).
Wavelets in statistics are used mostly in regression and density estimation problems. In many cases, an application can be classified simultaneously in several categories. Spectral density smoothing or wavelet-based random priors are examples.

Wavelets can be successfully used in a range of statistical areas. Virtually any procedure involving orthogonal series decompositions can be “waveletized” with a hope that wavelets will bring locality and calculational efficiency. Some applications lie on the cross-boundaries between disciplines. For instance, recent applications of wavelets in the shape analysis are bridging the areas of statistical modeling, statistical theory of shapes, computational geometry, and image processing.

In this chapter, we discuss four miscellaneous applications in some detail (deconvolution, pursuit regression, order statistics calculation, and statistical turbulence), and provide pointers to some popular software for wavelet analysis and www resources.

11.1 DECONVOLUTION PROBLEMS

Deconvolution problems arise in many application areas and are extensively studied. The most popular approach to the problem utilizes kernel density estimation and Fourier transformation; see, for example, Diggle and Hall [117], Fan [142, 141], Stefansky and Carrol [384], and Masry [287].

The problem can be formulated as follows. Let $\theta$ and $\epsilon$ be independent random variables with densities $\pi$ and $f$, where $\pi$ is unknown and $f$ is known. Let $X_1, \ldots, X_n$ be a sample such that $X_i = \theta_i + \epsilon_i$, $i = 1, \ldots, n$. The goal is to estimate the density
\[ m(x) = \int_{\mathbb{R}} f(x - \theta) \pi(\theta) \, d\theta. \]

Two separate cases are usually considered: the case when the distribution of the error \( \epsilon \) is supersmooth [i.e. the Fourier transform \( \hat{f}(\omega) \) of \( f \) has an exponential descent], and the case when \( \hat{f}(\omega) \) has a polynomial descent. In the first case, even when the degree of smoothness of \( \pi \) is unknown, the linear wavelet estimator can be adaptive and achieves the optimal convergence rate. In the case when \( \hat{f} \) has a polynomial descent, the linear wavelet estimator fails to provide the optimal convergence rate if the degree of smoothness of \( \pi \) is unspecified. In this case, a nonlinear wavelet estimator can be constructed that is adaptive and achieves the optimal convergence rate.

The estimators obtained by Pensky and Vidakovic [333] are asymptotically optimal in the sense that the rates of convergence of the MISE cannot be improved; see Fan [143]. They are based on Meyer-type wavelets rather than wavelets with bounded support since this is the only type of wavelets that allows the construction of an estimator in the case of a supersmooth \( f \).

Suppose that \( \pi \in \mathbb{L}_2(\mathbb{R}) \) and \( \hat{f}(\omega) \) does not vanish on \(( -\infty, \infty )\). Let

\[ \pi(\theta) = \sum_{k \in \mathbb{Z}} a_{mk} \phi_k(\theta) + \sum_{j \geq m} \sum_{k \in \mathbb{Z}} b_{jk} \psi_{jk}(\theta), \]

where

\[ a_{mk} = \int_{\mathbb{R}} \phi_k(\theta) \pi(\theta) \, d\theta \quad \text{and} \quad b_{jk} = \int_{\mathbb{R}} \psi_{jk}(\theta) \pi(\theta) \, d\theta. \]

The coefficients \( a_{mk} \) and \( b_{jk} \) can be viewed as expectations, with respect to the marginal probability distribution function \( m(x) \), of the functions \( u_{mk} \) and \( v_{jk} \),

\[ a_{mk} = \int_{\mathbb{R}} u_{mk}(x) m(x) \, dx \quad \text{and} \quad b_{jk} = \int_{\mathbb{R}} v_{jk}(x) m(x) \, dx, \]

provided that

\[
\begin{align*}
\int_{\mathbb{R}} f(x - \theta) u_{mk}(x) \, dx &= \phi_{mk}(\theta) \quad \text{and} \\
\int_{\mathbb{R}} f(x - \theta) v_{jk}(x) \, dx &= \psi_{jk}(\theta).
\end{align*}
\] (11.1)
By taking the Fourier transformation of (11.1), one obtains

\[ u_{mk}(x) = 2^m/2 \hat{U}_m(2^m x - k), \quad \text{and} \]
\[ v_{jk}(x) = 2^j/2 \hat{V}_j(2^j x - k), \]

where \( \hat{U}_m(x) \) and \( \hat{V}_j(x) \) are the inverse Fourier transformations of

\[ \hat{U}_m(\omega) = \frac{\Phi(\omega)}{f(-2^{-m}\omega)} \quad \text{and} \quad \hat{V}_j(\omega) = \frac{\Psi(\omega)}{f(-2^{-j}\omega)}, \]

respectively.

Therefore, we estimate \( a_{mk} \) and \( b_{jk} \) directly by

\[ \hat{a}_{mk} = \frac{1}{n} \sum_{i=1}^{n} 2^{m/2} \hat{U}_m(2^m X_i - k), \quad \text{and} \]
\[ \hat{b}_{jk} = \frac{1}{n} \sum_{i=1}^{n} 2^{j/2} \hat{V}_m(2^j X_i - k). \]

Notice that the functions \( u_{mk}(x) = 2^m/2 \hat{U}_m(2^m x - k) \) fail to generate a standard MRA since their analytic forms change from level-to-level. “Deconwavelet” functions \( u_{00} \) and \( v_{00} \) are given in Fig. 11.1.

The linear and nonlinear estimators are defined as

\[ \hat{a}_{n}^{L} = \sum_{k \in \mathbb{Z}} \hat{a}_{mk} \phi_{mk}(\theta), \quad (11.2) \]
and

\[ \hat{z}_n^N = \sum_{k \in \mathbb{Z}} \hat{a}_{mk} \hat{\phi}_{mk}(\theta) + \sum_{j = m}^{\infty} \left[ \sum_{k \in \mathbb{Z}} \hat{b}_{jk} \psi_{jk}(\theta) \right] \cdot \mathbf{1}\left( \sum_{k \in \mathbb{Z}} \hat{b}_{jk}^2 > \lambda_{j,n}^2 \right), \tag{11.3} \]

respectively. Notice that the nonlinear estimator is “block-thresholding” with complete levels as blocks.

The following result establishes the convergence rates for the linear estimator in the cases of both exponential and polynomial decay of \( \hat{f} \).

**Theorem 11.1.1** Let \( \pi \) be a density belonging to the Sobolev space \( \mathcal{W}^\alpha \) and let the Fourier transformation of \( f \) decay exponentially, \( |\hat{f}(\omega)| \geq A_0 (\omega^2 + 1)^{-\gamma/2} \cdot \exp\{-B|\omega|^2\} \). Select an integer \( m \) such that:

\[ 2^m \approx 3(4\pi)^{-1} (2B)^{-1/\beta} [\ln n - (\ln \ln n)^2]^{1/\beta}. \]

Then,

\[ E \int [\hat{z}_n^L(\theta) - \pi(\theta)]^2 d\theta = O((\ln n)^{-2\alpha/\beta}). \]

In the case of polynomial decay of \( \hat{f} \), \( |\hat{f}(\omega)| \geq A_0 (\omega^2 + 1)^{-\gamma/2} \), when \( m \) is given by \( 2^m \approx n^{-1/(2\alpha+2\gamma+1)} \), one has

\[ E \int [\hat{z}_n^L(\theta) - \pi(\theta)]^2 d\theta = O\left(n^{-2\alpha/(2\alpha+2\beta+2)}\right). \]

Observe that the rates of convergence coincide with the optimal rate of convergence and that in the case of exponential decay the linear estimator is adaptive [choice of the parameter \( m \) does not depend on the unknown smoothness \( \alpha \) of \( \pi(\theta) \)].

In the case of polynomial decay, the rate is not optimal and a non-linear estimator is needed.

**Theorem 11.1.2** Suppose \( \pi \in \mathcal{W}^\alpha \) and \( |\hat{f}(\omega)| \sim A_0 (\omega^2 + 1)^{-\gamma/2} \) as \( |\omega| \to \infty \). Then, for the non-linear estimator in (11.3) with \( m = (2 + \epsilon) \log_2 (\ln n) \), \( m + r = (2\gamma + 1)^{-1} \log_2 n \) and \( \lambda_{j,n} = 2^{(\gamma + 0.5)} \cdot n^{-1/2} \delta_0 \), with \( \delta_0 \geq 2\sqrt{2K} \), the following relation is valid

\[ E \int [\hat{z}_n^N(\theta) - \pi(\theta)]^2 d\theta = O\left(n^{-2\alpha/(2\alpha+2\beta+2)}\right). \]

Here \( K \) satisfies certain conditions and \( \epsilon \) is an arbitrary constant.
For the rationale behind selecting the levels between \( m \) and \( m + r \) in (11.3), and details and proofs of Theorems 11.1.1 and 11.1.2, see Pensky and Vidakovic [333]. Some complementary results can be found in Walter [440] and Walter and Shen [445]. See also Walter [439] pages 206-210, for results on the consistency of estimators defined in (11.2).

Since Meyer wavelets used in the construction have unbounded support, the range of summation indices \( k \) in (11.2) and (11.3) is infinite. The range of summation can be restricted to a finite set of integers without affecting asymptotic properties of the estimators.

11.2 WAVELET-VAGUELETTE DECOMPOSITIONS

Donoho [119] proposed a solution to linear inverse problems by building blocks, vaguelettes (wavelet-like), introduced previously by Meyer [292]. Suppose

\[
y(u) = (K f)(u) + \epsilon(u), \quad u \in \mathcal{U},
\]

where \( \mathcal{U} \) is an index set (possibly continuous), \( \epsilon \) the error, and \( K \) a linear operator (Radon transformation, convolution, Abel transformation, etc.). A natural attempt to estimate \( f \) is via \( \hat{f} = K^{-1}y \), but in most interesting cases the inverse operator \( K^{-1} \) does not exist (as a bounded linear operator).

Donoho’s solution waveletizes the standard singular value decomposition (SVD) of the operator \( K \) by the wavelets-vaguelette pairs. We give a brief overview; the interested reader is directed to [119] for details.

The standard SVD of \( K \) is

\[
K f = \sum [K f, f_\nu] \lambda_\nu f_\nu \quad \text{and} \\
f = \sum [K f, f_\nu] \lambda_\nu^{-1} e_\nu,
\]

where \([ \cdot , \cdot \] is the inner product, \( e_\nu \) are eigenfunctions of the operator \( K^* K \) (\( K^* \) is an adjoint operator for \( K \)), and \( f_\nu(u) = (K e_\nu)(u)/\|K e_\nu\| \). The wavelet-vaguelette counterpart of (11.4) is

\[
K f = \sum [K f, u_{jk}] \kappa_j v_{jk} \quad \text{and} \\
f = \sum [K f, u_{jk}] \kappa_j^{-1} \psi_{jk},
\]

where \( u_{jk} = \gamma_{jk} \kappa_j \) and \( v_{jk} = \xi_{jk}/\kappa_j = K \psi_{jk}/\kappa_j \). The values \( \gamma_{jk} \) (Riesz representers of the functionals \( c_{jk} \) that solve \( c_{jk}(K f) = \langle \psi_{jk}, f \rangle \)) are solutions of \([ \gamma_{jk}, K f] = \langle \psi_{jk}, f \rangle \).
The $\kappa_j$'s are the WVD analogue of the SVD singular values. Donoho refers to them as quasi-singular values. As the scale $j$ increases, the $\kappa_j$ usually tend towards zero – just as the singular values tend towards zero with increasing frequency in the SVD.

The reconstructed function $\hat{f}$ is defined as

$$\hat{f} = \sum_{j,k} \delta^s ([y_j, u_{jk}] \kappa_j^{-1}, \lambda_j) \psi_{jk},$$

(11.5)

where $\delta^s$ is soft-thresholding and $\lambda_j$ are level-dependent thresholds.

The vaguelettes are biorthogonal,

$$[u_{jk}, v_{jk}] = \delta_{j-\nu} \delta_{k-\nu},$$

and near orthogonal,

$$\| \sum_{j,k} \alpha_{jk} u_{jk} \|_{L_2} \approx \| (\alpha_{jk}) \|_{l_2}, \text{ and}$$

$$\| \sum_{j,k} b_{jk} v_{jk} \|_{L_2} \approx \| (b_{jk}) \|_{l_2}.$$

**Example 11.2.1** Let $K$ be the integration operator, i.e., $(K f)(u) = \int_{-\infty}^{\infty} f(t) dt$. Suppose that the wavelet function $\psi$ is of compact support, integral 0, and $C^1$ regularity. Then the functions $\psi^{(1)}$ and $\psi^{(1-1)}(u) = \int_{-\infty}^{u} \psi(x) dx$ are both continuous and of compact support. Set $\xi_{jk}(x) = (K \psi_{jk})(x)$ and $\gamma_{jk}(x) = -[\psi_{jk}(x)]'$. In this case $\kappa_j = 2^{-j}$.

For precise definitions, details and minimax optimality results for estimators in (11.5), see Donoho [119, 121]. For applications in tomography and software implementations in MATLAB, see Kolaczyk [238, 239]. Lee [254] connected the WVD-based method and variational problems for solving a homogeneous equation. The algorithms in [254] are derived as exact minimizers of some variational problems. Abramovich and Silverman [4] gave exact risk calculations, in the context of the estimation of the derivative of the observed noisy function. See also related results by Johnstone [221].

In addition to extracting global information about $f(x)$ by observing $(K f)(x)$, the WVD can also characterize localized features of $f(x)$, near a point. This suitability of the WVD for studying change-points for indirect data was explored by Wang [452]. Some asymptotic results for detection and estimation were established. See also Wang [450].
11.3 PURSUIT METHODS

Pursuit methods were introduced in regression problems by Friedman and Stuetzle [158] in 1981. The paper by Friedman, Stuetzle, and Schroeder [159] is an early reference on pursuit methods in the context of density estimation. We saw that any $L_2$ function can be represented exactly by functions belonging to an appropriate basis or frame. However, the bases are, in some sense, minimal collections and the representations may be very complicated. Problems requiring simple decompositions often arise in the analysis of measurements connected with sound or with image processing. Such need for the parsimony motivates decompositions over rich and redundant families of functions—dictionaries. A dictionary is an over-complete family that contains functions able to parsimoniously describe a variety of local features of an object that is analyzed. The price for parsimony is paid by high calculational complexity of the pursuit algorithm. An optimal decomposition is an NP-hard problem.

Several methods for finding over-complete representations have been proposed in the literature; we list a few: Method of frames (Daubechies [103]), Matching pursuit (Mallat and Zhang [279]), Basis pursuit (Chen and Donoho [70, 71] and Chen [69]), and Best orthogonal basis (Coifman and Wickerhauser [94]). Next, we describe the matching pursuit method and give two examples.

In the rest of this section we focus only on the matching pursuit method. Before explaining the pursuit algorithm, we give a more formal description of dictionaries. A dictionary is a family of elements (atoms) $\mathcal{D} = \{g_\gamma\}_{\gamma \in \Gamma}$ from a Hilbert space $\mathcal{H}$. It is assumed that (i) $\|g_\gamma\| = 1$, and (ii) linear combinations of vectors from $\mathcal{D}$ are dense in $\mathcal{H}$ (completeness property). The minimal dictionaries are bases. We have already seen that wavelet packet tables constitute over-complete sets of functions; they are often used as dictionaries in pursuit methods. Many other dictionaries are possible (stationary wavelets, cosine packets, chirplets, steerable and segmented wavelets, Gabor bases, etc.).

A decomposition of a function in an over-complete system is not unique and several methods are proposed that reflect different goals to which the over-complete representations are aimed. Since elements of a dictionary (atoms) can possess different properties (trigonometric, bumps, chirps, etc.), the corresponding decompositions are capable of providing much better resolution. Also, it is often easier to separate signals made of a few disparate phenomena, like impulses and sinusoids.

Matching pursuit (MP) is a method that originated from the pursuit regression method of Friedman and Stuetzle [158]. Next is a brief description.

Let $\mathcal{D} = \{g_\gamma\}_{\gamma \in \Gamma}$ be a dictionary and let $f \in \mathcal{H}$. One selects $g_{\gamma_0} \in \mathcal{D}$ and projects $f$ onto it. Then,

\[ f = \langle f, g_{\gamma_0} \rangle g_{\gamma_0} + R(f). \]

The residual $R(f)$ is orthogonal to $g_{\gamma_0}$, and by the Pythagorean theorem,
\[ \|f\|^2 = \langle f, g_{\gamma_0} \rangle^2 + \|R(f)\|^2. \]  
(11.6)

Since \(\|f\|^2\) in (11.6) is fixed, minimizing \(\|R(f)\|^2\) amounts to maximizing \(\langle f, g_{\gamma_0} \rangle^2\). The atom maximizing \(\langle f, g_{\gamma} \rangle\) will be optimal. It is often computationally beneficial to adopt a suboptimal choice for \(g_{\gamma}\) close to optimal in the sense that,

\[ \langle f, g_{\gamma} \rangle \geq \alpha \sup_{\gamma \in \Gamma} \langle f, g_{\gamma} \rangle, \]  
(11.7)

where \(\alpha \in (0, 1]\) is an optimality factor. The selection condition (11.7) softens a greedy algorithm that is the cause of exponential computational complexity. By looking only one step ahead, greedy algorithms often miss the optimal decompositions. For example, Fig. 11.3 (b) depicts a function that is the sum of two normal densities, \(\phi(x - 2) + \phi(x + 2)\). When the dictionary contains normal densities as atoms, \(\{ \frac{1}{\sigma} \phi(\frac{x - \mu}{\sigma}) \mid \mu \in \mathbb{R}, \sigma \in \mathbb{R}^+ \}\), the optimal and exact decomposition has only two functions, \(\phi(x - 2)\) and \(\phi(x + 2)\). A greedy algorithm approximates \(\phi(x - 2) + \phi(x + 2)\) by a single function [e.g., \(\frac{1}{\sigma} \phi(\frac{x}{\sigma})\) is better than any of \(\phi(x - 2)\) and \(\phi(x + 2)\)] and compensates for the error in the subsequent steps. The resulting decomposition is infinite.

The matching pursuit is the following iterative process:

Assume that \(R^0(f) = f\). Let the pursuit be at the iterative step \(m\), i.e., let \(R^m(f)\) be defined. To define the residual of order \(m + 1\), select \(g_{\gamma_m} \in \mathcal{D}\) such that

\[ \langle R^m(f), g_{\gamma_m} \rangle > \alpha \sup_{\gamma \in \Gamma} \langle R^m(f), g_{\gamma} \rangle, \]

for some \(\alpha\) close to 1, and project \(R^m(f)\) on \(g_{\gamma_m}\)

\[ R^m(f) = R^m(f) \cdot g_{\gamma_m} g_{\gamma_m} + R^{m+1}(f). \]

Since \(R^{m+1}(f)\) and \(g_{\gamma_m}\) are orthogonal,

\[ \|R^m(f)\|^2 = \langle R^m(f), g_{\gamma_m} \rangle^2 + \|R^{m+1}(f)\|^2. \]

By iterating the process up to order \(M\) we obtain a decomposition of \(f\),

\[ f = \sum_{m=0}^{M-1} \langle R^m(f), g_{\gamma_m} \rangle \cdot g_{\gamma_m} + R^M(f). \]
Similarly, as in (11.6), an “energy preservation” equation holds for \( \| f \| ^2 \),

\[
\| f \| ^2 = \sum_{m=0}^{M-1} |\langle R^m(f), g_{\gamma_m} \rangle|^2 + \| R^M(f) \| ^2.
\]

The following theorem ensures that the matching pursuit procedure converges.

**Theorem 11.3.1** (Jones [224]) There exists \( \mu > 0 \) such that for all \( M \geq 0 \),

\[
\| R^M(f) \| \leq 2^{-\lambda M} \| f \|.
\]

Thus,

\[
f = \sum_{m=0}^{\infty} \langle R^m(f), g_{\gamma_m} \rangle \cdot g_{\gamma_m} \quad [\text{In } L_2 \text{ sense}]
\]

and

\[
\| f \| ^2 = \sum_{m=0}^{\infty} |\langle R^m(f), g_{\gamma_m} \rangle|^2.
\]

The identity

\[
\langle R^{m+1}(f), g_{\gamma_m} \rangle = \langle R^m(f), g_{\gamma} \rangle - \langle R^m(f), g_{\gamma_m} \rangle \cdot \langle g_{\gamma_m}, g_{\gamma} \rangle,
\]

(11.8)
can be incorporated into the algorithm. The procedure now can be described as follows:

- **STEP 1.** Set \( m = 0 \) and compute \( \langle R^m(f), g_{\gamma} \rangle \).
- **STEP 2.** Find a match, \( \| (R^m(f), g_{\gamma}) \| \geq \alpha \sup \| (R^m(f), g_{\gamma}) \| \).
- **STEP 3.** Update the error by (11.8).
- **STEP 4.** If \( \| R^{m+1}(f) \| ^2 \leq \epsilon^2 \| f \| ^2 \), **STOP.** Otherwise increase \( m \) and return to **STEP 2.**

We conclude this section with two illustrative examples.

**Example 11.3.1** In a no-noise situation and an efficient representation of the doppler signal is needed. Assume that the dictionary is a wavelet packet table generated by the SYMM4 wavelet. Four panels in Fig. 11.2 represent successive pursuit approximations with \( M = 1, 3, 10 \) and 50 best atoms from the dictionary. Table 11.13
Fig. 11.2 Matching pursuit approximations of doppler signal with: (a) $M = 1$; (b) $M = 3$; (c) $M = 10$; and (d) $M = 50$ atoms.
Table 11.13  Energy explained and errors by approximating the doppler signal with $M = 1, 3, 10$ and 50 atoms from the wavelet packet library.

<table>
<thead>
<tr>
<th>Number of coefficients $(M)$</th>
<th>Energy explained</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>14.11492</td>
<td>73.80427</td>
</tr>
<tr>
<td>3</td>
<td>33.35139</td>
<td>54.56780</td>
</tr>
<tr>
<td>10</td>
<td>70.14615</td>
<td>17.77304</td>
</tr>
<tr>
<td>50</td>
<td>87.75214</td>
<td>0.16752</td>
</tr>
</tbody>
</table>

compares the energies explained and the error for different approximations.

Example 11.3.2 In this example we demonstrate that for a fixed number of “best atoms,” matching pursuit gives the best reconstruction of the original signal. A discrete version of the doppler signal is generated and normal noise is added so that SNR = 3. This noisy signal is decomposed with the SYMM4 and the wavelet packet table is formed. We selected 17 coefficients with maximum energy from the table subject to the following constraints: (a) the coefficients are from the discrete wavelet transformation; (b) the coefficients are from the best basis (basis minimizing the entropy cost in the table); and (c) without restrictions (pursuit).

The reconstructions are compared in Fig. 11.3. It is evident that the matching pursuit method dominates the other two decompositions.

Approximation in matching pursuit can be improved by orthogonalizing the directions of projection with the Gram-Schmidt procedure. This approach was proposed by Pati, Rezaifar, and Krishnaprasad [328]. The price for the improved convergence and parsimony is paid by increased calculational complexity of the pursuit algorithm. See also Davis [109], Section 9.4 in Mallat [277], and the manuscripts at ftp://cs.nyu.edu/pub/wave/report/. Walden and Cristan [436] discuss matching pursuit in the library of nondecimated wavelets.

11.4  MOMENTS OF ORDER STATISTICS

In this section, we illustrate that wavelets can successfully replace standard orthonormal bases and enhance some of the existing methods in which orthogonal decompositions are used. We give an application in the efficient calculation of moments of order statistics.

Siguira [376, 377] developed a method for the approximate calculation of moments of order statistics by using orthogonal series. He utilized Legendre polynomials and proposed approximations for moments of order statistics from normal distribution on the basis of only several first coefficients in appropriate decompositions. The errors
Fig. 11.3 (a) Comparison between matching pursuit, best basis and discrete wavelet transformation. Wavelet SYMM8, n=1024, SNR=3, n.top=17. (b) An illustration of MP greedy algorithm. The sum of two normal densities $f(x) = \phi(x - 2) + \phi(x + 2)$ is the function to be decomposed by matching pursuit. The atom $\frac{3}{4}\phi\left(\frac{x}{2}\right)$ has smaller MSE in estimating $f(x)$ than either of $\phi(x - 2)$ and $\phi(x + 2)$.
reported were of the order $10^{-4}$. Joshi [225] generalized Siguira’s method to other distributions and orthogonal systems. Next, we will demonstrate how wavelet-based orthogonal systems can improve Siguira’s procedure in both speed and precision.

Let \( \{ \psi_i, i \in \mathbb{N} \} \) be an arbitrary orthonormal basis of \( L_2 \). Assume \( f, g \in L_2 \) and let

\[
    f(x) = \sum_i d_i \psi_i(x) \quad \text{and} \quad g(x) = \sum_i e_i \psi_i(x),
\]

be expansions of \( f(x) \) and \( g(x) \), where \( d_i = \{ d_i, i \in \mathbb{N} \} \) and \( e_i = \{ e_i, i \in \mathbb{N} \} \) are vectors of decomposition coefficients. Denote by \( K \) (keep) and \( R \) (reject) any partition of \( \mathbb{N} \) such that \( K \cap R = \emptyset \) and \( K \cup R = \mathbb{N} \). Let \( 1_A \) be the indicator of a set \( A \subseteq \mathbb{N} \), i.e. \( (1_A)_i = 1(i \in A) \), \( i \in \mathbb{N} \). Let \( a \star b = \{ a_1 b_1, a_2 b_2, \ldots \} \) be the Hadamard product of the vectors \( a = \{ a_1, a_2, \ldots \} \) and \( b = \{ b_1, b_2, \ldots \} \).

Then, as easy corollary of Parseval’s identity \( \langle f, g \rangle_{L_2} = \langle d, e \rangle_{L_2} \),

\[
    |\langle f, g \rangle_{L_2} - \langle d \star 1_K, e \star 1_R \rangle_{L_2}| \leq \|d \star 1_K\| \cdot \|e \star 1_R\|. \quad (11.9)
\]

Relation (11.9) provides a basis for an efficient evaluation of \( \langle f, g \rangle \). The method is convenient when the functions \( f \) and \( g \) are given by their equidistant sampled values. Of course, the standard methods of numerical integration will give better precision, but an interesting feature of methods based on (11.9) is that only a few cross-product coefficients in the wavelet domain approximate the integral of the product with high precision. This feature is due to the “energy-packing” ability of wavelets.

We apply (11.9) in calculating the moments order statistics, and give an illustration for the normal distribution.

Let \( X_1, X_2, \ldots, X_n \) be a sample from a population with an absolutely continuous distribution \( F \), with finite second moment. Let \( X_{1:n} \leq X_{2:n} \leq \cdots \leq X_{n:n} \) be the ordered sample (order statistic). The distribution of \( X_{r:n} \) is given by

\[
    F_{r:n}(x) = 1_{F(x)}(r, n - r + 1),
\]

where \( 1_{F(x)}(a, b) = \frac{1}{\Gamma(a, b)} \int_0^b t^{a-1} (1 - t)^{b-1} dt \), \( a > 0, b > 0, 0 \leq p \leq 1 \), is the incomplete Beta function. (see, for example, David [108]).

Let \( u = F(x) \) and \( x(u) = F^{-1}(u) \). Then,

\[
    x(u) \in L_2([0,1]).
\]

Indeed, \( \int_0^1 x^2(u) du = \int_R x_2 \frac{dx}{dx} dx < \infty \) by the assumption that the second moment is finite.
Let \( \{ \phi_{jk} \}, j \geq 0, 0 \leq k \leq 2^j - 1 \) be periodized wavelets on \([0, 1]\). Let

\[
\begin{align*}
d_{jk} &= \langle x(u), \psi_{jk}(u) \rangle \\
e_{jk} &= \left\langle \frac{u^{r-1} (1 - u)^n r}{B(r, n - r + 1)}, \psi_{jk}(u) \right\rangle
\end{align*}
\]

be the wavelet coefficients of \( x(u) \) and the density of \( X_{r:n} \), respectively, which are both \( L_2 [0, 1] \) functions. Then, for any “keep” subset \( K \) of indices,

\[
|EX_{r:n} - \langle d \ast 1_K \rangle| \leq \|d \ast 1_R\| \|e \ast 1_R\|,
\]

where \( R = \mathbb{N} \setminus K \).

**Example 11.4.1** It is well-known that the only exact calculations of moments for order statistics from a normal distribution are possible if \( n \leq 5 \). For example,

\[
EX_{2:5} = \frac{30}{\pi \sqrt{\pi}} \arctan(\sqrt{2}) - \frac{10}{\sqrt{\pi}}
\]

A simple S+Plus program implements the wavelet approximation,

```R
> a <- Exp(n=5, r=2, N=2^19)
[1] -0.4950189704756
```

and the error of approximation is of the order \( 10^{-11} \).

Interestingly, the waveletized Siguira’s method can approximate moments of order statistics for extremely large sample sizes. For example,

```R
> a <- Exp(n=10000000000, r=4000000000, N=2^19)
[1] -0.2533471032
```

It is also possible to approximate mixed moments, \( EX_{r:n}X_{s:n} \), under the conditions required for (11.10) to hold. The idea is similar, but two-dimensional wavelets and distributions have to be used. For details, see Siguira [377] and Joshi [225]. S-Plus programs are available at

http://www.isds.duke.edu/~brani/wiley.html,

and require the S+Wavelets module.
11.5 WAVELETS AND STATISTICAL TURBULENCE

Turbulence has become one of the most profound and yet most elusive problems in physics in the last century. Several different approaches taken by researchers failed to fully describe, explain, and predict turbulent motion. The turbulence usually carries the prefix *stochastic* and a large portion of turbulence research involves both descriptive and inferential statistics. The two monographs on statistical fluid mechanics by Monin and Yaglom [296, 297] illustrate the use of statistical concepts in describing turbulence.

The McGraw-Hill Encyclopedia of Science and Technology quotes: *Turbulence: motion of fluids in which the local velocities and pressures fluctuate irregularly: Most flows observed in nature such as rivers and wind are turbulent.* . . . *The essential characteristic of turbulent flow is that the fluctuations are unpredictable.* . . .

A turbulent flow is characterized by the value of its Reynolds number, a dimensionless parameter that quantifies the ratio of inertial to viscous forces. If the Reynolds number is small, the flow is *laminar*, i.e., the flow is fully predictable in both space and time. With an increase of the Reynolds number, the flow becomes unstable, and when the Reynolds number exceeds a given threshold it becomes fully turbulent. An example of an extremely turbulent flow is our atmosphere with Reynolds numbers of up to $3 \cdot 10^8$.

An example measurement of turbulence velocity and temperature time series is shown next. These measurements illustrate the stochastic nature of turbulent flows at such high Reynolds numbers.

**Example 11.5.1** *(Duke Forest turbulence data set)*

The velocity and air temperature measurements were carried out on July 12-16, 1995, at 5.2 m above the ground surface over an *Alta Fescue* grass site at the Blackwood division of the Duke Forest in Durham, North Carolina. During this time period, a heat wave resided in North Carolina for several days after it swept from the midwest to the east coast. During the experiment, maximum mean air temperature up to $38^\circ C$ was measured in Durham. The sky condition during these five days was clear with low to moderate winds. The site is a 480 m by 305 m grass-covered forest clearing ($36^\circ 2'N$ 79$^\circ 8'W$, elevation = 163 m), and a mast, situated at 250 m and 160 m from the north-end and west-end portions of a 12 m tall Loblolly pine forest edge, respectively, was used to mount a triaxial sonic anemometer. The three velocity components ($U, V, W$) and air temperature $T$ were measured using a triaxial ultrasonic anemometer (Gill Instruments/1012R2).

The sampling frequency ($f_s$) and period ($T_p$) were 56 Hz and 19.5 minutes, respectively, resulting in $N = 65,536$ measurements per velocity component per run.

The graphs of the measurements are given in Fig. 11.4.

---

1 Data courtesy of Gabriel Katul, SOE, Duke University.
Fig. 11.4  Duke Forest measurements: $U$, $V$, and $W$ velocity measurements in panels (a)-(c), and temperature $T$ in panel (d).
A turbulent flow field is fully described by the well-known set of partial differential equations of hydrodynamics (Navier-Stokes equations): the conservation equations for momentum, and the balance equation for dissipative entropy production. Due to their complexity, these equations cannot be solved analytically. In fact, the existence and uniqueness of solutions to the Navier-Stokes equations is still in debate. Direct numerical simulation, which would involve numerically solving the full unsteady Navier-Stokes equations is currently limited to only the simplest flow geometries and low to intermediate Reynolds numbers. These limitations gave rise to the development of many phenomenological models to describe flow statistics. Perhaps the most universal phenomenological model put forth so far which has survived the “test of time” for more than half a century is due to Kolmogorov and is considered next.

11.5.1 K41 Theory

In 1941, Kolmogorov introduced his theory for locally isotropic, fully developed turbulence based on earlier ideas of energy cascading by Richardson. Several models based on energy cascades have been proposed since then. Such models consider energy dissipation \( \epsilon \) [energy per unit of fluid mass per unit time] as a key parameter. It depends on the kinematic viscosity, velocity components and the position of the moving fluid. The parameter \( \epsilon \) describes the energy transmission from large eddies, where the energy is injected, to small eddies where the energy is converted to heat by viscosity.

Kolmogorov [242] developed his theory, often referred to as K41 theory, for locally isotropic turbulence. Let \( \vec{x} = (x_1, x_2, x_3) \) be the position vector and \( \vec{u} = (u_1(x), u_2(x), u_3(x)) \) be the velocity components. Locally isotropic turbulence describes the flow in which the probability distribution of the relative velocity differences

\[
\Delta \vec{u}(r) = \vec{u}(\vec{x} + r) - \vec{u}(\vec{x}),
\]

is independent of time, and invariant under translations, reflections, and rotations. The fundamental objects in K41 theory are structure functions. Structure functions are closely related to correlations of two-point velocity differences,

\[
\langle (\Delta u(r))^2 \rangle = 2\sigma_n^2 (1 - \rho_u(r)),
\]

A (longitudinal) structure function of order \( p \) is defined as

\[
D_p(r) = \langle ||\Delta \vec{u}(r)||^p \rangle
\]

where the angular brackets denote time averaging.
A functional description for the moments of velocity differences and thus for the structure functions can be derived using **dimensional analysis** and leads to

\[ D_p(r) = C_p \epsilon [r]^p, \]  

(11.11)

where \( C_p \) is a universal constant. For the third-order structure function, it can be inferred directly from the Navier-Stokes equations that \( C_3 = -\frac{1}{3} \). From (11.11) it follows that structure functions possess scaling behavior. Let the symbol \( \propto \) denote “proportional to.” Then,

\[ D_p(r) \propto r^{\zeta_p}. \]

The exponent \( \zeta_p \) is called the **scaling exponent**. The **K41** theory gives the simple model \( \zeta_p = \frac{2}{3} \).

Similarly, as for the structure functions, a description of the energy of the turbulent fluctuations per unit of mass of fluid in scales \( r \) can be derived from the hypotheses and by dimensional analysis,

\[ E_r \propto (r)^{\frac{5}{3}}. \]  

(11.12)

Via the Fourier transform of (11.12), which results in the spectral density \( \phi(k) \) of the energy, the celebrated “\( -\frac{5}{3} \) law” for the power spectrum, as shown in Fig. 1.9 is obtained,

\[ E_k = 2R^{-1} k^2 \phi(k) \propto r^{\frac{8}{5}} k^{-\frac{5}{3}}. \]

### 11.5.2 Townsend’s Decompositions

There are several applications of wavelets in turbulence research. Some references are Yamada and Ohkitani [470], Hudgins, Friehe, and Mayer [206], Katul and Paralange [229], Katul and Vidakovic [230], and Wickerhauser et al. [458], among others. We focus here only on the method of separating an organized (attached, energetic) part of a turbulence signal from the detached (non-energetic) part. We demonstrate how this separation resembles a denoising procedure but the criteria for separation are different.

Townsend’s [407] attached eddy hypothesis states that the turbulent structure in the constant stress layer (i.e., the layer in which the mean turbulent fluxes do not vary by more than 10 %) can be decomposed into attached and detached eddy motion. One of the difficulties in separating the organized and less organized eddies from
time series measurements is the locality and non-periodicity of the organized events. Traditional Fourier and eigenvector decompositions are less effective in separating these two different modes of turbulence properties. The footprint of such organized eddy motion from time series measurements is usually characterized by sharp edges (e.g., ramp-like structures in temperature measurements) that result in large local gradients. These sharp edges are somewhat ambiguous in Fourier space because these sharp edges contribute considerable spectral and co-spectral energy at scales much smaller than the structure itself. This limitation motivated the use of wavelet shrinkage approaches.

The wavelet shrinkage methodology is capable of extracting low-dimensional organized perturbations \( U^{(o)}, W^{(o)}, T^{(o)}_a \) from velocity \((U, W)\) and temperature \((T_a)\) time series measurements, given by

\[
\begin{align*}
U &= U^{(o)} + U^{(r)} \\
W &= W^{(o)} + W^{(r)} \\
T_a &= T^{(o)}_a + T^{(r)}_a
\end{align*}
\]

and filters out the high-dimensional part \((U^{(r)}, W^{(r)}, T^{(r)}_a)\). As a graphical illustration, Fig. 11.5(a) and (b) compares the original \((U)\) and the thresholded \((U^{(o)})\) longitudinal velocity time series for Lorentz-curve-based and Fourier ranking thresholding procedures. Fourier ranking is in fact hard thresholding of discrete Fourier transformations and, for turbulence signals, appears to give satisfactory results despite the limitations of the Fourier kernel described above.

Whether the thresholded time series represents organized structures is investigated via “optimality” criteria derived from immediate consequences of Townsend’s hypothesis. The optimality criteria include not only the conservation of the energies but also conservation of the fluxes,

\[
\begin{align*}
(uw) &\approx \langle u^{(o)}w^{(o)} \rangle \\
(uT_a) &\approx \langle u^{(o)}T^{(o)}_a \rangle
\end{align*}
\]

as required in Townsend’s \([407]\) attached eddy hypothesis. In simple terms, we are interested whether a small portion of coefficients from each time series in the wavelet domain is capable of conserving the energy and turbulent fluxes. Additional verification for two-point statistics can be indirectly performed via K41 laws.

In K41 theory, the second- \([D_2(r)]\) and third-order \([D_3(r)]\) structure functions are given by

\[
\begin{align*}
D_2(r) &= C_2(\epsilon^2/3, r^{2/3}) \\
D_3(r) &= -\frac{4}{5} \langle \epsilon \rangle r^n,
\end{align*}
\]
where $r$ is the separation distance, $C_2 (= 0.55)$ is the Kolmogorov constant, and $\langle e \rangle$ is the mean turbulent kinetic energy dissipation rate (Monin and Yaglom, [297]) per unit mass. In Fig. 11.5(c) and (d), $D_2(r)$ and $D_3(r)$ are shown for the original ($N = 65, 536$) velocity component, and thresholded time series for three thresholding models (Lorentz, universal and Fourier ranking). This analysis further supports the hypothesis that the high-dimensional component is associated with detached eddies.

Some additional references on related problems include Collineau and Brunet [95], Farge et al. [149], Katul and Albertson [228], and Yamada and Ohkitani [469]. Berliner, Wikle, and Milliff [30] and Vidakovic and Katul [425] propose hierarchical Bayesian models in the wavelet domain and address problems of multiscale analysis and de-noising of turbulent signals.

11.6 SOFTWARE AND WWW RESOURCES FOR WAVELET ANALYSIS

In this section, we give a short overview of some popular wavelet software and wavelet-related sources on the world wide web (www). We discuss both commercial and free software and give pointers to home pages giving useful information about the theory and practice of wavelets.

11.6.1 Commercial Wavelet Software

- **S+Wavelets**
  

  is a module working under the S-PLUS programming language. It was created by Bruce and Gao, ([42]). The advantage of this software for statisticians is that the wavelet module is interfaced with the superb graphical and statistical features of the S-Plus software. The complete S-Wavelets toolkit includes an extensive set of over 500 functions embedded in an object-oriented environment. It contains functions performing the discrete wavelet transform, wavelet optimal signal estimation, wavelet packet analysis, local cosine analysis, "best basis" selection, matching pursuit analysis, robust wavelets analysis, and more. A comprehensive manual accompanying the module is well-written.

- **Wavelet Explorer**
  

  is a package for Wavelets in Mathematica. It is a collection of Mathematica programs that comprise a Mathematica tool-box for basic wavelet analysis tasks.

  Wavelet Explorer’s functions and utilities let the user apply a variety of wavelet transforms. It includes common filters such as the Daubechies’ extremal phase and least asymmetric filters, coiflets, spline filters, and more. Basic data compression and denoising routines are available as well. It comprises several interesting data sets and puts emphasis on basic ideas and logical structures at the expense of parsimony.
Fig. 11.5  Comparison between the original and the thresholded longitudinal velocity time series. Panel (a) is for the Fourier ranking method (thresholding of associated discrete Fourier transformation). Panel (b) is for the Lorentz thresholding method using the Haar basis (see Section 6.6.6). Panel (c) is for the second-order structure function $D_2(r)$. Panel (d) is for the third order-structure function $D_3(r)$. The solid lines are from the original time series. The power laws are from K41.
of programming code. The manual supplied with the program is excellent; not only
the use of commands is described, but basic theoretical properties of wavelets are
covered as well.

- **WavBox** [http://www.wavbox.com] is a Matlab toolbox for wavelet transforms and adaptive wavelet packet decompositions with the FirWav filter library. Matlab is a technical computing environment available from The MathWorks Inc. WavBox software provides both a function library and a computing environment for wavelet transforms and adaptive wavelet packet decompositions. The software package contains more than 280 Matlab m-files (~1.2 MB uncompressed) implementing an extensive collection of wavelet transforms, expansions, decompositions, wavelet filters, and related functions. This function library performs multiresolution analyses of one-dimensional multichannel signals and images for arbitrary sizes of data. Wavbox was developed by C. Taswell (taswell@wavbox.com). A description of WavBox can be found in [398]. Also, consult the related ToolSmith web page [http://www.toolsmiths.com/].

- **Wavelet Toolbox** [http://www.mathworks.com/products/wavelet] provides a comprehensive collection of Matlab routines for examining local, multiscale, and nonstationary phenomena. It features (i) Complete GUI and command line functionality for analysis, synthesis, de-noising, and compression of signals and images; (ii) continuous wavelet transform; (iii) discrete wavelet transform (DWT); (iv) multiresolution decompositions and analysis of signals and images; (v) wide selection of wavelet basis functions, including several boundary correction methods; and (vi) wavelet packet transform and entropy-based wavelet packet tree pruning for “best-tree” and “best-level” analysis.

### 11.6.2 Free Wavelet Software

- **Wavelab** is a comprehensive library of Matlab routines for wavelet and general time/frequency analysis. It is maintained by the Department of Statistics at Stanford University, and can be downloaded from [http://www-stat.stanford.edu/~wavelab/](http://www-stat.stanford.edu/~wavelab/).

  The latest version 0.800, compatible with Matlab 5, is developed by Donoho, Huo and Yu. Some contributors to the earlier versions of the software include Scargle, Johnstone, Chen, Buckheit, and Kolaczyk. In addition to routines implementing basic wavelet transforms for finite data sets (both periodic transforms and boundary-corrected transforms), wavelet-packet analysis, cosine-packet analysis and matching pursuit, Wavelab contains scripts that will assist a student in learning the practical aspects of wavelet analysis. Educational add-ons contain: (i) scripts that reproduce the figures.
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in the authors’ published articles, including the de-noising articles of Donoho and Johnstone; and (ii) workouts that give a quick guide to wavelet analysis, wavelet synthesis, wavelet and cosine packets, including the Coifman-Wickerhauser best-basis methodology, and matching pursuit. The software also supports applications such as data expansion, progressive data transmission, image compression, speech segmentation, de-noising, fast matrix multiplication in wavelet bases, etc. See Buckheit et al. [47] for additional information.

- **Wavethresh** is an add-on module for the statistical package S-Plus. The author of the software is Nason from the University of Bristol. WaveThresh contains S-Plus functions for performing one- and two-dimensional wavelet transforms and their inverses for basic wavelet families. It also contains the rudiments of a thresholding scheme for doing wavelet based curve-estimation. See Nason and Silverman [310] for more information. The current version of WaveThresh available on the web is 2.2. A new, more comprehensive version 3.0 exists, but it is not available for the public yet.

- **Swave** by Carmona, Hwang, and Torrésani is an S-Plus add-on module for a general time/frequency analysis. In addition to standard wavelet transformations, the module contains functions and utilities for Gabor-type analyses and for reconstructions of signals from ridges and extrema of moduli of wavelet transformations. The module can be downloaded from:
  

  The description of the package and worked examples can be found in Carmona, Hwang, and Torrésani [64].

- **Rice Wavelet Tools** is a collection of Matlab m-files and mex-files implementing wavelet and filter bank design and analysis. In addition to the design tools, the toolbox provides code for wavelet applications for both uni- and bi-variate de-noising, and code for processing of SAR images. The software can be downloaded from [http://www-dsp.rice.edu/software/RWT/](http://www-dsp.rice.edu/software/RWT/).

- **MEGA Wave/1** (previously known as “MegaWave”) [http://www.ceremade.dauphine.FR/~mw/] is the first environment written and used by the CEREMADE during the years 1988-1992. It is a set of C programs with standardized procedures. It contains algorithms on the wavelet transform, anisotropic diffusion and segmentation. Comprehensive documentation is provided (a volume of 170 pages).

### 11.6.3 Some WWW Resources

- **The Wavelet Digest** [http://www.wavelet.org/wavelet/index.html] is a free monthly
newsletter edited by Wim Sweldens which contains all kinds of information concerning wavelets: announcements of conferences, preprints, software, questions and answers, etc.

- Mathsoft Wavelet resources
  [http://www.mathsoft.com/wavelets.html] is a web page for “one-stop shopping” for wavelet manuscripts. This page contains a list of many preprints on the subject of wavelets and their various applications in the worlds of mathematics, statistics, engineering and physics.

  A few other resourceful web pages are:
  (i) Wavelet Net Care
  (ii) Donoho’s web page at Stanford University
  [http://www-stat.stanford.edu/reports/donoho/].
  and (iii) Blue Devil’s Wavelets
  [http://www.isds.duke.edu/~brani/wavelet.html] at Duke University; see also the links therein.

  An excellent searchable wavelet bibliography can be found at
  [http://liinwww.ira.uka.de/bibliography/Theory/Wavelets/].

11.7 EXERCISES

11.1. Prove that \( U_m(x) = \psi(x) - 2^m \tilde{\phi}''(x) \) if the model \( f \) is double exponential. [Hint: \( \tilde{f}(\omega) = 1/(\omega^2 + 1) \)]

11.2. Find the vaguelette \( u(x) \) and quasi-singular values \( \kappa_j \) for the convolution operator \( (Kf)(x) = \int k(x-t)f(t)dt \), where \( k(x) = \frac{1}{2}e^{-|x|} \). Compare to Exercise 11.1.

11.3. Verify that \( [\xi_{jk}, \gamma_{j,k'}] = \delta_{j,j'}\delta_{k,k'} \) for \( \xi_{jk} \) and \( \gamma_{j,k'} \) from Example 11.2.1.

11.4. Consider Fig. 11.3(b) and the associated discussion on page 326. It is argued that the greedy pursuit unwisely chooses the best function. Even though the two, separately suboptimal, functions exactly describe the signal, greedy pursuit chooses and then compensated the error. The signal is \( N(-2, 1) + N(2, 1) \). Illustrate “greediness” of the matching pursuit procedure by finding a single function \( c_1 N(0, \sigma^2) \) which better approximates the signal than \( c_2 N(-2, 1) \), for any \( c_2 \).

11.5. Form a counterpart of Table 11.13 for the SYMM4 wavelet decomposition. Compare the columns “Energy explained” and “Error” and discuss your findings.
11.6. By mimicking Siguira’s method propose a wavelet based procedure that calculates moments of order statistics for the standard Cauchy distribution. Note that for the Cauchy distribution, $EX_{r,n}^s$ is finite for all $s < r < n - r$. 
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